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Markus Ammann obtained his diploma in solid state physics from the
. Swiss Federal Institute of Technology in Zirich (ETH), Switzerland. He
God made solids, but surfaces were the work of entered the field of aerosol research during his Ph.D. studies (ETH Zirich,
the deiil. 1988-1992, Research Supervisor, H. C. Siegmann), for which he
Wolfgang Pauli developed a method of photoelectric charging of aerosol particles and
applied it to volcanic aerosol emissions involving both laboratory and field
. work in a joint project of ETH Ziirich and University of Catania, Italy. His
1. Introduction current interest in heterogeneous atmospheric chemistry started during
postdoctoral work first involving fundamental interaction studies of halide
1.1. Objective of the Review species with metal particles in gas suspension at Paul Scherrer Institute

and later also dedicated to processes at the plant—atmosphere interface

This paper reviews experimental and theoretical work on at the University of Bern. Since 1997, he has been head of the Surface
the nonreactive uptake of acidic trace gases such as HCLChemlStry group of the Lab.ol.'atory Of.RadiO- and_ Environmen_ta_l Chemlstry
HNOs, HBr, HONO, and S@on ice. The focus is on work at Paul Scherre_r Institute, V|I||g_en, Swnzerl_and_. His current activities |nc_|ude
performed within the last 15 years. Despite significant Iaar?(?ra;t;r!icséud;tsitigl; ir:echamsms and kinetics of gas aerosol reactions
scientific efforts, the available data on total trace gas uptake, g P ¢
solubility, and diffusivity on or in ice scatter widely and show r
inconsistencies. This scatter might be caused by morphologi-
cal differences, such as the degree of polycrystallinity or
porosity of an ice film. In addition, the nature of the uptake
process is not fully understood. Interpretations include the
dissolution of trace gases into a “quasi-liquid layer”, surface
adsorption (Langmuir or BET-multilayer adsorption), the
diffusion into the grain boundaries, and models that treat
the uptake into porous ice films. We will review these
theoretical concepts. Different methods for interpreting
experimental data are considered as well, because they can
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stratospheric conditions, using Knudsen cell experiments. After finishing one aim of this review to seek consistencies and to illustrate
his Ph.D., he was a postdoc at ETH Ziirich (Switzerland) and simulta- inconsistencies among published data sets, hoping to stimu-

neously faculty adjunct at SUNY, Albany (USA), where he used ion beam .
analysis to study uptake processes on ice. His current work as researcher late further research to resolve such open questions.

in the Surface Chemistry group at the Paul Scherrer Institute in Villigen ~ Because the understanding of experimental data is deeply
(Switzerland) includes uptake processes on environmentally relevant linked to the techniques used, we also review experimental
surfaces. techniques, with emphasis on two types of experiments:
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First, we will consider direct experiments on the trace gas the research on the interaction of acidic trace gases with ice.
uptake on ice, such as experiments in Knudsen cells and flowThis research field is also of key importance in the highly
tubes. Second, we will consider the various profiling active field of climate research. Polar and alpine ice cores
techniques, which aim to determine the trace gas solubility are used as a chemical archive for the Earth’s atmospheric
and diffusion in the bulk or the near-surface region of poly- past’® Reading this archive, that is, to deduce the atmo-
or single-crystalline ice. Some attention is also given to sphere’s historic composition from the ice core, requires
spectroscopic studies, which explore the formation of ions proper knowledge of how trace gases are taken up onto the
when acidic gases interact with ice. The latest technical surface of natural ice and finally built into the ice itself (see,
developments based on synchrotron radiation are discussedor example, refs 912).
briefly. Furthermore, the recent discovery of a vigorous photo-
This review focuses on uptake processes of acidic tracechemical production of various trace gases, such as form-
gases on ice. Besides acid dissociation, we will not treat aldehyde, acetaldehyde, NO, M@nd the acidic HONO in
chemical reactions with other adsorbates or with the ice the polar snowpack, also poses the question of how acidic
substrate itself. We also restrict this review to processes ingases partition in the snowpack (see refs-13). The
the ice stability domain. The formation of hydrates is treated importance of the trace gas/snow interaction is underlined
as considered necessary for understanding of the topic.by the estimate that an equivalent of the whole atmospheric
Furthermore, we restrict this review to the partitioning air is blown through the highly porous upper part of the
between the gas and the solid phase. Therefore, we will treatsnowpack® within a few months.
surface adsorption, solubility, and diffusion of the trace gas. In the following section, we briefly discuss the role of
The uptake kinetics is considered as needed to understandhe gases in the atmosphere that are treated in this review.
the current data sets. Because the whole issue of measured Hydrochloric Acid (HCI). Volcanic eruptions are a
uptake coefficients would be a review in itself, we exclude natural source of hydrochloric acid (HCI). Because it is
direct measurements of uptake coefficients from this review. highly soluble in watet®'? rain will wash HCI from the
This review puts some emphasis on hydrochloric acid, troposphere readily. The main sources for stratospheric HCI
because most data are available for this system. In essenceare industrially produced chlorofluorocarbons (CFCs). Be-
it is a model system for the interaction of other strong acids, cause these substances are chemically inert and of low
such as HBr or HN@ which are treated with less depth. In  solubility in water, they can reach the upper stratosphere
contrast to strong acids, we also treat&@d HONO, which without being washed out. Here solar radiation cracks the
are less soluble in water and have lower affinity to ice. CFCs into fragments, which undergo subsequent chemical

: ‘ reactions and, among other species, produce HCI. The
1.2. Atmospheric and Environmental Relevance heterogeneous reactions of HCI with chlorine nitrate (CIQNO

of the Trace Gasllce Interaction or hypochlorous acid (HOCI) on PSC surfaces are
There would be no life on Earth without the sunlight-
driven water cycle. From rivers, oceans and natural ice HCl—HY+ I (1)
surfaces water evaporates into the atmosphere, where it
condenses as liquid droplets or ice and precipitates back to - -
q P precip CIONO, + CI” —Cl, + NO, )

the Earth. Atmospheric ice occurs in many forms, such as
micrometer-sized aerosol in cirrus clouds, graupel, or
snowflakes of fascinating beauty. Most of the natural ice is HOCI+ ClI" — Cl, + OH" (3)
located on the surface of the Earth as snow, firn, or glacial
ice. Depending on climatic conditions, the natural ice may where the neutral molecules in these reactions indicate
remain hundreds of years in mountain glaciers (e.qg., ref 1) gaseous species, which diffuse through the gas phase to and
or even several hundred thousand years in the polar regions.from the particle surface, whereas the ions indicate dissoci-
Examples for atmospheric ice are cirrus clouds, which play ated species, residing on (or slightly below) the particle
an important yet only partly understood role in the Earth’s surface. These reactions form molecular chloring)(@iring
radiation budget. Another example is polar stratospheric the polar winter. In the spring, once the sun rises, the
clouds (PSCs), which form in the dry polar winter strato- photolysis of molecular chlorine initiates a chain of catalytic
sphere at altitudes above 15 km. They consist of micrometer-reactions that destroy ozone. Over Antarctica, these reactions
sized sulfuric acid droplets, various acidic hydrates, and may lead to an almost complete destruction of ozone, as a
sometimes also water i¢é.Both ice and ice-like surfaces consequence of which the spring time ozone hole forms (for
(i.e., acidic hydrates) play a key role in atmospheric reviews of this topic, see refs 4, 6, 16, and-2®).
chemistry and climate research. Of all acidic trace gas interactions, the HCl/ice interaction
For example, the surface of polar stratospheric cloud has been studied most intensely. However, available mea-
material hosts reactions, such as reactions 1 and 2 belowsurements of the amount of HCI taken up onto the ice surface
that are important for the formation of the ozone Holeis scatter from a few hundredths of a monoldydo a few
important to note that many heterogeneous reactions occurmonolayer# for temperatures around 200 K. Although the
on ice and ice-like surfaces and also on aqueous surfacesexistence of the heterogeneous reactions of HCI on ice
only the reaction rates being different. Thus, studying ice surfaces is well established in laboratory studies, there are
may also shed light on the nature of ice-like surfaces. Most still inconsistencie® between the available data sets and
inorganic acidic gases, which are highly soluble in water, unresolved controversiéé;2°
also have a strong affinity to ice surfaces. Thus, acidic gases Hydrobromic Acid (HBr) and hydroiodic Acid (HI).
are taken up into tropospheric rain or snow, leading to the Methyl bromide (CHBr) is the main precursor for HBr in
environmental problem of acid precipitation. the atmosphere. It originates from biogenic processes in the
These two major environmental issues, the formation of ocean and from its use as a fumigant. HBr also originates
acid rain and the development of the ozone hole, triggeredfrom the anthropogenic emission of halons. In the strato-
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sphere, methyl bromide and halons are photolyzed yielding understanding the snow microphysics is of crucial importance
atomic Br. A small fraction of the bromine is converted to for our understanding of arctic snow chemistry.

HBr by reactions with H@and HCHO (For detailed review, Sulfur Dioxide (SO,). Most of the atmospheric SOs

see ref 16). On polar stratospheric clouds, HBr dissociatesdue to anthropogenic emissions such as exhausts from fuel
and Br may react with CION@ to yield BrCl, another combustion. Natural sources include biomass burning and
important compound for catalytic ozone destruction (upon volcanic eruptions. Most of the atmospheric sulfur is emitted
photolysis). Hydroiodic acid (HI) is of some importance for as SQ, with some as hydrogen sulfide £6) and dimethyl

the marine boundary layer chemisttand possibly also for  sulfide (CHSCH;, DMS) or organic carbonyl sulfide (OCS)
the stratospheric ozone. from biogenic processés.

HBr and other bromine compounds are of great importance  In contrast to HCl and HN&) sulfur dioxide is much less
to recent observations of ozone depletion events in polar soluble in wateP® However, dissolved sulfur dioxide is easily
regionst33 and it has been argued that HBr is scavenged oxidized to sulfuric acid (k50s) by various atmospheric
by aerosols and ice crystafsleading to the release of Br  Oxidants, mainly the hydroxy radical (OH) and also ozone
which is a key precursor for the catalytic ozone depletion. (Os) and hydrogen peroxide ¢8.). Because sulfuric acid
Nitric Acid (HNO 3). Tropospheric nitric acid is mainly IS no_nvolat|le,. the uptake of SOnto water or ice is
formed by oxidation of nitrogen oxides (NO, Norigi- practically unI|m!ted', once er}ough OX|da_nts are available,
nating from anthropogenic or natural combustion and because_ the oxidation reactions are ac_ld-catalyzed. Con-
lightning. Similar to HCl, HNQ is a highly water soluble  YErsely, if there are not enough oxidants in the atmosphere,
strong acid with a strong affinity to ice. Thus, rain and snow the solubility of the S@in liquid droplets strongly depends

: : on the liquid pH due to the equilibrium reaction $® H,0O
will remove H_NQ ea§|ly from the troposphere. ) = HSG;~ + H'. To some extent, in the absence of oxidants,
Stratospheric HN®is produced by reaction of NQwvith SO, is also removed by dry deposition to SO

OH and by reaction 1. At sufficiently low temperatures, it |, ie ansence of oxidants, the uptake o0 clean ice
dissolves in sulfuric acid aeroséfs®*Under most conditions, has a most exciting feature: the amount of uptake increases

th%_SVatof_iF;\Ter? ishtoo dry tor:‘orm iceil H0\]/cveve_r,_ther_ed IS with increasing temperature, which is in contrast to classical
SPh |(cj|ent NE:"I_'” the stratosphere to a Icl)7wKorbn|tr|c ﬁc' adsorption processé:#2 This unique feature has not yet
trihydrate (NAT) at temperatures typicalll K above the  hoon onserved with any other trace gas and deserves attention

ice_ equilibrium_ temperatur@.Simil_arly to ice and sulfuric_ because it may point to a complex uptake process and the
acid, NAT particles act as catalytic surfaces hosting similar p,siple influence of surface or interfacial melting on trace
heterogeneous reactions. gas uptake

Furthermore, the sedimentation of NAT or NAT-coated

ice particles has been suggested to contribute to the de-1 3, Microphysics of the Trace Gas Uptake

nitrification of the stratosphere. This has been investigated o )

in field,36:3”modeling3® and laboratory studiéd4°Similarly, The uptake of trace gases by liquids is conceptually simple.

the partitioning and potential removal by sedimentation of The partitioning between gas and condensed phase is mostly

HNO;, which adsorbs on ice particles in cirrus clouds, have 9overned by solubility, diffusion, and reaction of the trace

been suggested in modeling studieand also based on  9as in the liquid phasé-* Only at extreme conditions, such

measured HN@uptake on ice surfaces in the laboraté#? as high chemical reactivity of the trace gas in the liquid or
Nitric acid is also taken up onto snow, where it ionizes. undfer high vaplor pressrgfﬁgs j adsorplt '¥ c procesies on thg |I|QUIC|

The nitrate ions are believed to play a key role for the zagﬁcpioc;aer;sezyhgvrgbéen(zeecggperg rg;z(\j/v g:essbomrpn%riezed in

photochemical production of various nitrogen oxides (See

i i i \ﬁ%GSJO,?l
refs 12, 14, and 4447 and citations therein). several p_ubllcatlons and FEVIEWS. .
For solid matter, the physical picture is less clear. Because

Nitrous Acid (HONO). This compound is recognized as  the solubility of trace gases in solids is lower and the
a precursor for hydroxyl radicals in polluted urban air. The giffusion in solids is much slower (e.g., refs 724), the

chemical processes leading to the formation of HONO are, |k contribution is less important than the surface adsorp-
however, still not well understood. Laboratory studies show tjon 75 Moreover, the trace gas uptake on ice is a composite

that HONO formation occurs primarily on surfaces. Water procesg636476.75s jllustrated in Figure 1. Molecules hitting

also plays an important role in the conversion process asthe surface will either be reflected into the gas phase or be
has been shown in the laboratory and recently also suggestegccommodated on the surface into different types of adsorp-
in field experiments? One possible source for HONO may  jon states. For acidic gases, these may just be weakly bound
be the surface of soot particl€&°While the formationrate  precursor states to a more strongly bound chemisorbed (e.g.,
seems to be fast in the first minute of exposure with, N fy|ly hydrated or dissociated) state. They may also diffuse
passivation of the surface rapidly slows down the formation g, "the surface in the adsorbed st&td&he ice might be
activation on particle surfaces, X HONO == OH + NOX, enhance the effective surface area and hence the overall
with X = Cl or Br. In the stratosphere, NOX photodissociates uptake?>7® Moreover, in most experiments, neither the ice
rapidly to yield halogen atoms, which destroy ozone through syrface nor the ice bulk is a perfect crystal. The ice surface
catalytic chain reaction's.Besides natural source reactions, jiself consists of atomically flat parts (terraces) but may have
HONO is produced by combustion emission from aircraft may steps and kink sites, especially at lower temperature,
engines operating in the upper troposphere or lower strato-yhere no surface melting occurs. Crystalline imperfections
sphere? can also be found in the bulk of the polycrystalline ice, where
HONO is one of the key products from photochemical grain boundaries and triple junctions may serve as additional
processes in snow, as it has been shown in field experimentgeservoirs for the uptake of trace elemehts.8281To some
in the Arctic%%%5 and it has been pointed out that extent, trace gases may also dissolve in the ice matrix itself.
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Figure 1. Conceivable processes for HCI uptake on ice: impinge-
ment of HCI molecules onto the surface, surface accommodation,
adsorption, dissociation, surface diffusion, possible uptake into QLL
or formation of a QLL by the presence of HCI, and diffusion into
a crystal matrix and into grain boundaries. Simultaneous bombard-
ment of the surface with water molecules.

In addition, it has been suggested that trace gases are taken
up into the quasi-liquid layer (QLL) (e.g., refs 61 and-82
86).

1.4. The Nature of the Ice Surface . 8 i
Research on the nature of the ice surface has a long and Mf-‘

often controversial history. The existence of a disordered - ‘!r*w ""s‘"l‘"’ t‘i"*‘" 'ﬁ,ﬂlv l’r’;

surface layer (or quasi-liquid layer, QLL) at temperatures

close to the ice melting point had already been investigated
in the middle of the 19 century by Farada$/.®He studied qu ﬁw*j quY‘ ‘fb*’ thnfj Y
the adhesion of two adjacent ice balls, each hanging at the c)T=270K

end of an individual thread. The ice balls adhered to each
other, while at the same time each could rotate around its
center of mass. Faraday concluded that there was a mobile
layer between the two ice surfaces. Today, surface disorder
is a well explored phenomenon in solid-state phy&ic¥,
and detailed reviews for metdtsand ic€3°* are available
in the literature. In the following section, we describe the
main findings of this research field with focus on the trace
gasl/ice interaction.

The Physics of Surface DisorderSurface disorder is the
breakup of the solid crystal structure in the upperl0®
monolayers closest to the soligapor interfacé? The main

o R AL AL AL LD
feature of surface disorder, increasing disorder with rising
temperature, is demonstrated in Figure 2, which shows a ﬁ) “fh‘l) “f'.’“l’; "!’h“fj “f““fj : i

molecular dynamics simulation of surface disorder on ice. Figure 2. Molecular dynamics study of surface premelting on
While at low temperatures, only the uppermost ice layer hexagonal ice. (Reprinted with permission from ref 361. Copyright
deviates from the ideal hexagonal ice lattice, both the 2001 Elsevier.)
intensity of the disorder and the depth of the disordered
region increase with increasing temperature. Based on these results, surface melting can be considered
Surface disorder occurs on many solids at temperaturesas germ formation for the nucleation of the phase transition
close to their melting points. The thermodynamic reason for from the solid to the liquid state. Thus, surface disorder is
surface melting is that the disorder reduces the total free responsible for the asymmetry that liquids, such as water,
energy of the entire system consisting of the crystalline bulk tend to supercool massively before the solid nucleates,
and the disordered surface layer (see refs 91, 93, and 95 anavhereas the solid cannot “superheat” in the presence of
references therein). Different surface configurations may exist surface disorder. Therefore, the disordered layer has also been
on different crystal facets of the same solid if they are called the premelt layer. Because several names are used in

My

energetically more favorabfé.Lead (Pb) is an interesting
illustration of this behavior: Surface disorder has been
experimentally observed on most of the facets, except on
the (111) and (100) face?é Similar observations have been
made for aluminuni®°In case of lead, facets not showing
any surface melting can be overheated by up to°8above

the metals’ melting temperatut®. Such effects have been
corroborated in molecular dynamics studi&s.

the literature for the thin disordered layer on the surface of
ice, we adopt the term “quasi-liquid layer” (QLL) in this
review.

Experimental Evidence for Surface Disorder on Ice.
There is compelling experimental evidence from various
techniques that the near-surface region of ice differs from
the crystalline ice bulk and moreover exhibits water-like
properties. Surface conductivity measureméaghow a high
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1000

(ellipsometry), or crystal order (surface-sensitive X-ray
scattering). The sensitivity to thermal vibrations and the
restriction to the outermost monolayer are the possible reason
proton channelling and nonlinear optics technidtfeshowed
evidence for disorder at temperatures much lower than the
other techniques.
Modeling Surface Disorder on Ice.An early attempt to
model surface melting on ice was made by Fletdh&t’
He estimated the energy reduction in the QLL, which is
caused by the reorientation of the water molecules on the
surface, and concluded that disorder at the ice surface should
exist to temperatures as low as30 °C. Modern models
assume that surface melting occurs once a surface can be
3 L L wetted by its own melt (e.g., refs 89, 91, 93, 94, 118, and
10 107 o 10 119 and citations therein). This concept predicts that the QLL
TeTrel disappears at low temperatures, while its thickndgsgrows
Figure 3. Thickness of the surface premelt layer, as derived from g infinity when the triple point temperatur®,, of the solid
measurements and theoretical considerations: EEBYK,3and is reached, where solid and liquid can coexist. For a system

BN,105 ellipsometry; G314 proton channeling; F6117and ES!%4 . ) :
theoretical predictionsg, basal surfacesg, prismatic surfaces. dominated by van der Waals forces, the relationship

(Adapted with permission from ref 104. Copyright 1993 Elsevier.)

300 [

100

QLL thickness [A]

w
o
T

10F

ES

ot O (To—T)*° (4)
mobility in the surface region of ice. Ellipsometry on ice
suggests the existence of a surface layer on the ice
surfacé®-1%with a refractive index between those of water
and ice'®® Furthermore, the nuclear magnetic resonance
(NMR) signature (and thus the self-diffusion constant of
water) in an interfacial layer was found to be between those
of ice and watet% Surface-sensitive X-ray studies provided
the first direct evidence that the surface layer is indeed
disordered?” 10 Measurements with atomic force micros-
copy on ice surfaces demonstrated the existence of a viscou
surface layer on ic€%'11The infrared spectrum of the ice
surface, as measured with attenuated total reflection spec
troscopy, equals the one of water at the triple point, while it

ZIOWW chglr;ggs .tollthe oneltof Ice be;e!" tr&e tiwﬁ)ﬁrature IS proven difficult, because, for example, the melting point of
ecreasea similar resuft was obtained wit € SYN"  simulated ice is typically several tens of degrees too
chrotron-based near-edge X-ray absorption fine structures, )\ 125,127,128

spectroscopy (NEXAFS) techniqd¥, where a gradual
change of the photoelectron spectrum from a water-like to

can be derived

The picture of a thin, homogeneous liquid layer with a
sharp interface to the ice crystal matrix provides a conceptual
idea to explain or predict properties of the ice surface.
However, in reality, the disordered layer is probably not a
film that is homogeneous in the direction perpendicular to
the surface. This is indicated by molecular dynamics simula-
tions, which show for aluminu#® or icet?1?8 that the
Risordered surface layer exhibits a smooth transition from
the rigid crystal lattice in the bulk of the ice toward the very
‘disordered surface. It is noteworthy that realistic modeling
of the ice surface by means of molecular dynamics has

Surface Disorder and Impurities. It has been hypoth-
an ice-like spectrum was observed when the temperature wa esized that trace gases do not simply adsorb onto the ice
decreased Surface but rather dissolve into the quaS|—I|qU|d ice su_rface
) ) ) (e.g., refs 61 and 8286). Only a few studies deal with
In all these studies, features of disorder were found closejnteraction of impurities with the QLL. Beaglehét used
to the ice melting point, which disappeared when the pyk thermodynamic arguments and concluded that the QLL
temperature was lowered below a certain threshold. Thus, g ice should exist at lower temperatures than those in pure
these studies indicate that the ice surface has water-likejce if a salt is present. Using the Derjagtibandau-
properties at the triple point but smoothly changes its ”atureVerwey—Overbeek theory (e.g., refs 130 and 131),
to a more ice-like state when the temperature is lowered. \yettlaufet3? investigated the importance of solute effects
While the existence of a special layer on the ice surface and showed that even small amounts of impurities may have
has been experimentally confirmed in many studies for profound effects on the QLL thickness.
temperatures above-20 °C, the estimates for the layer The impact of impurities on the disordered layer has been
thickness and threshold temperature vary widely (cf. Figure demonstrated by ellipsometry, where the layer thickness
3). At lower temperatures, disorder has also been Obsel’vedchanged once the ice was exposed to gaseous nittéten.
Using proton channelling, Golecki and Jacc&fghowed  Hydrocarbon contaminatiohand salti® have been shown
that vibrations of oxygen atoms are larger in the near-surfaceto strongly enhance the surface disorder of ice. There is also
region than in the bulk ice for temperatures as low-&® indirect experimental evidence that the trace gas/ice interac-
°C. Recent studies using second harmonic generation suggesion is connected to the phenomenon of surface melting.
that surface disorder in the upper atomic layer on the ice Measurements of the adsorption of alkenes on ice showed
surface may already exist at temperatures as low as 200 Kthat the enthalpy of adsorption &85 °C changes abruptly
on pure ice® to a value close to the enthalpy of dissolution in water, which
The quantitative differences between these studies mightwas interpreted as the onset of surface melting of the ice
be because different techniques are sensitive to differentsurface's?
physical features of the surface layer. Some methods measure Surface DefectsBelow a certain temperature threshold,
“bulk properties in the near-surface region of the ice surface”, surface premelting disappears and the ice surface becomes
such as hardness and viscosity (AFM), refractive index crystalline. While an ideal crystal forms atomically flat
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crystal planes (terraces), on a real crystal, surface defects, Homogeneity of the QLL. The hypothesis that the
such as steps or kink sites, are to be expected. Each of thesdisordered surface layer on ice can be modeled in terms of
sites may have an individual adsorption energy for adsorbinga homogeneous thin layéhas been criticized by Knight?

molecules, as it has been shown theoreti¢élfpr the HCI/

He did not question the existence of a disordered surface

ice system. For practical matters, data on trace gas uptakdayer but the applicability of the wetting theory to model

on ice always refer to an average uptake over all different surface melting on ice. This theory requires the surface
sites, because the uptake to individual processes has beernergies of both the icewater interface and the wategas
unaccessible in uptake experiments. However, we note thatinterface (see section 2.2). He argued that these energies are

a roughening of the ice surface with time has been
reportec?>135which may indicate that the surface configu-
ration of the ice changes with time and, in turn, also the
nature of the uptake process.

Bulk Defects and Interfacial Reservoirs.Polycrystalline
ice consists of individual single crystalline grains and
confined liquidlike reservoirs in grain boundaries and triple

ill defined quantities, because the QLL on ice is a non-
homogeneous region, in contrast to thin films on interfaces,
for which wetting theor$?! has been designed originally.
Gibbs' Phase Rule.Knight'*® argued that the wetting
concept violated the Gibbs’ phase rule, because only at the
triple point could three phases (liquid water, solid ice, and
gas phase water) coexist. This argument was countered by

junctions, which are the lines where three grain boundariesBaker and DasP® who pointed out that taking surface
meet. The latter are also called veins. When ice freezes, mosproperties, such as the surface thickness, explicitly into

impurities are expelled from the ice and accumulate in
confined reservoirs in a second pha¥e!* For example,
sulfuric acid has been found in the veins of polaritalso
hydrochloric acid (HCI) has been localized in veins of
laboratory ice after exposure to gaseous Mdlhe existence

of liquid watef*-142and ion$! has been shown experimen-
tally in veins of polycrystalline ice and in the necks of
adjacent ice spheré$ Recently, it has been suggested that
the impurity transport in liquid(-like) veins should be
considered when interpreting polar ice cot¥sl46

Such liquidlike inclusions in confined reservoirs are

account would introduce two additional independent (con-
jugated) variables (the surface energyand the surface area,

A) into the thermodynamic equations. This allowed a further
degree of freedom and thus the presence of an additional
(two-dimensional) phase (see also section 2.2).

Contact Angle of Water on Ice.Another point of interest
brought up by Knight*® and by Fukuta and L& is that
measurements of the wateice contact angle (see citations
in ref 149) do not show a vanishing contact angle. Therefore,
water does not perfectly wet the ice surface. This point is
corroborated by ellipsometric measuremé&titshowing

thermodynamically stable, that is, the chemical potential of incomplete wettingf of the ice surface, that is, the thickness
all species must be equal in all phases. Depending onof the surface layer does not diverge to infinity when the
thermodynamic conditions (temperature, pressure, etc.), eithetemperature is increased to the ice melting point (in contrast

a solid or a concentrated solution forms. Liquids in veins
are further stabilized by the negative curvature of the-ice
liquid interface inside the vei#. This interface phenomenon

to eq 38 below). Furthermore, the formation of droplets with
a nonzero contact angle was observed in this study.

This issue has been taken up later by Makkot¥émwho

is comparable to the Kelvin effect, which leads to enhanced grgued that the iceliquid surface energygs, cannot be

vapor pressure over small droplets (but is opposite in sign).

determined by measuring the contact angle of water on ice

Furthermore, disorder may be induced by the local force if jce is covered by a disordered layer, because then the water

fields at the reservoir/ice interface, similarly as for the GEL.
It is important to note that the interplay between impurities

and surface forces is very complex. At high concentrations,

bulk thermodynamics dominates and additional impurities
will enhance the reservoir size. For very low impurity

drop would not rest on the dry ice surface but rather on top
of the premelt layer. To resolve this issue, Makkofign
measured the contact angle of hot wate8% °C) on the
crystalline ice surface at temperatures too low to exhibit
surface melting. He arrived at a surface energyHf= 73

concentrations, however, the reservoir size may decrease withmJ n12, more than than 30 mJ lower than that previously

increasing impurity level, when the attractive part of the

determined>* Because thermodynamic equilibrium appears

dispersion force starts competing with the repulsive screeneddifficult to establish for a hot water droplet resting on a cold

Coulomb interactiod?” These effects may be important when

ice surface, such measurements deserve careful reinvestiga-

studying the trace gas uptake on ice. In confined reservoirs,tion.

additional impurities such as dissolved salts or nonvolatile

Evaporation of Atmospheric Ice Particles.Chen and

acids will change the amount of trace gas uptake by two crytzer§® suggested that a contaminated quasi-liquid layer
main effects. First, there is a chemical interaction between requces the ice vapor pressure and thus prolongs the

the trace gas taken up and the impurity in the ice, such as iteyaporation of atmospheric ice particles. Baker and Nét3on

has been observed for the uptake of,®@ doped ic& and
interpreted by assuming liquid-phase chemiétrggecond,

commented that a surface layer on micrometer-sized atmo-
spheric ice particles should be a few tenths of a nanometer

impurities may change the reservoir size. Because boththick and thus in equilibrium with the underlying ice.
effects occur simultaneously, synergistic effects may lead gecause solubilities in ice were very low, no change of the

to unexpected effects of great importance in environmental jce vapor pressure and thus of the evaporation rate can occur.
research, because ice in nature always hosts a mixture ofiy their reply!®> Chen and Crutzen admitted that a thin

various impurities.

1.4.1. Controversies Connected to the Issue of Surface
Melting

There has been some controvéfg§®-152 about how to
model the thermodynamics of the QLL and how to use this
concept in environmental sciences.

surface layer may be quickly in equilibrium with the
underlying ice but argued that atmospheric ice was mostly
out of thermodynamic equilibrium and possibly full of
defects and solute inclusions, which could render equilibrium
considerations questionable.

While the mechanism of how impurities change the
properties of ice remained questionable, both groups pointed
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toward the possibility that impurities might severely affect defined. It corresponds to the free energy needed to dissolve
the evaporation of ice, as it was observed in early studiesa mole of trace gas in an infinite amount of solvent.

by Davy and Somorjai®® In current research, this issue is For infinite dilution f * = 1), eq 6 reads for thi¢h species
subject to many studie§;3%15715° which are not the topic

of this review. Y

g+ keTIn X = g, + kT In o 9)
2. Thermodynamics and Kinetics of the Trace and we find the equilibrium relation
Gasl/lce Interaction
o O.
2.1. Thermodynamics of Trace Gas Uptake Xej =%exp(— %) (10)

2.1.1. Raoult's and Henry’s Laws ) ) o _ )
This relationship is Henry’s Law, suggesting a direct

Uptake processes, such as the dissolution of trace gasegroportionality between the mixing ratio in the condensed
into liquid or solid condensed matter or adsorption onto its phase and the vapor pressure above the solution (which in
surface, are driven by the same thermodynamic principle. equilibrium is equal to the partial pressure):

At thermodynamic equilibrium, the chemical potential
hip = X (11)
_ (oG

Hi= (ani)Tpn» ®) with h = p~ exp[—(ug; — [Ltgvi)/(kBT)]. However, a strictly
o linear relationship between; andp; is given only for dilute
solutions (i.e., ideal solutions), in whidt* = 1 is indepen-
dent ofx.;. Conversely, electrolytic solutions are not ideal,
because additional interactions, such as the Coulomb interac-
tion between the ions (described by the Debifickel
0 theory) or near-range interaction potentials in more concen-
wi(T.p) = ui(T,p) + KT In % (6) trated solutiond?-#+16116%ccur between the ions in solution.
The most simple case of a nonlinga¢x.;) relationship
where? is the Gibbs free energy needed to transfer one can be obtained by acidic gases of the form HX=F, Cl,
mole ofi from a selected standard state in a pure system atBr, I, NOs, etc.), which may partially dissociate upon
(To,po) into the state atT,p). The termksT In X describes  dissolution?6?
the change of the chemical potential by diluting the pure

of each trace speciésnust be equal in all phasé¥:1¢'For
ideal mixtures, the chemical potential of speciesth mixing
ratio x; is

substance with another substance. The mixing ratio of the HX =H" + X~ (12)
ith species in the gas phase with total pressguisedirectly _ _ )
related to the partial pressure py= px,. In this section, In thermodynamic equilibrium, the energy balance of this

we use the mixing ratio as a unit for the amount of dissolved Process reads (cf. eq 9)
matter in the solid phase. For practical matters, often other D
units are more convenient, as described in Appendix A. 0O L kT |n(ﬂ) =% + kTN X + 4> +
For a solvent, such as water or ice, the thermodynamic’ ¢ ‘s Hre T % He T A
equilibrium conditions read ks T In .~ (13)

or

Pu
dwtkeTINL— $x) =), + ke TIn— (7 .
Hew kB ( szi) Hgw kB b, () hHXpHX = Xy Xx— (14)

with indices g and ¢ denoting the gas and the condensedWith hkx = p~™* expl=(ugx — Mon — Hax )(ksT)]. For
phase, respectively. Here are the mixing ratios of the smgle. strong aC|ds.d|ssc.)Iv_ed ina s_,olvent (e.g., in water),
dissolved species in the condensed phasés the vapor  there is complete _d'SSOC'at',On’ that s, = xx-. Thus, for
pressure of the pure condensed phase (i.e., pure water of Single strong acid, Henry's Law redtfs

ice), andpy, is the vapor pressure of the condensed phase N

with a dissolved impurity. At the triple point (i.e., the pure PrxPrx =% (15)
system without an impurity as the standard state), we have

&= 4°  and find Raoult's law: In contrast to the dissolution into the very mobile matrix
c,W g,w .

of liquids, trace molecules have to create space when entering
0 a rigid crystal lattice. Typically, L-defects can be formed in
Pu() = P(1 = 3 %) (8) the ice matrix by the added molecufé$165The free energy
I

(quXL + kgT In %) is needed to produce these defects in the

It is difficult to use eq 6 for the dissolved species because ice (with mixing ratiox_ of the L-defects andy, , the

the term Inx diverges forx — 0. To overcome this problem,  corresponding standard potential). Adding this term into eq
an infinitely dilute solution is defined: The standard potential 13 and assuming that each acid molecule creates exactly one
10 is split into two terms: u® = u® + KT In f=, where a L—defe,ct in the ice and dissociates completely, one can derive
unity activity coefficientf ©, is chosen in the limit of infinite ~ Henry’s Law:

dilution, that is,f* = 1 for lim x — 0. By this procedure, - 3

the standard statey”, of an infinitely dilute solution is hHXXLpHX = *- (16)
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in complete analogy to eq 15. This yields the power law  which has the advantage that the concept of a two-
O pil/3.168 Interestingly, a power law of the form O p/273 dimensional gas is not needed and that the surface concentra-
has been found by Thibert and Dorhiféor the dissolution tion of the adsorbate,, is introduced naturally.
of HCI in single crystals. Similarly, Seidenstick&rdeter- The thermodynamic treatment assumes an average energy
mined an exponent betweéh and?/; from measuring the  for the adsorption. On a microscopic scale, the ice surface
partition coefficient of HCI in ice growing from aqueous may have a complex microstructure with many different
solutions. From these considerations, it becomes clear thattypes of adsorption sites, such as steps, kink sites, or terraces.
the pressure dependence of uptake processes may yielased on quantum mechanical and molecular dynamics
important mechanistic information. simulations, the energy differences between the different
The Henry’s Law constant can also be expressed in surfaces were found to vary between 37 and 64 kJiol.
dimensionless units, and we define the dimensionless Henry's )
Law constantHq by ngHyg = n., whereng and n. are the 2.1.3. Phase Diagrams
concentrations in the gas and the condensed phase, respec- matter manifests in different phases. For example, in the
tively (see also Appendix A). HCl—water system, a concentrated aqueous solution, a solid
. , solution of HCI in ice or hydrates may form depending on
2.1.2. Thermodynamics of Adsorption the thermodynamic conditions, such as temperature, mixing
For adsorption processes, the same thermodynamic prin-ratio, and pressur&:"4170 These stability regions can be
ciples as for the dissolution of a trace gas in a liquid must shown as phase diagrams. Phase diagrams are two-
hold: the chemical potential of molecules in the gas phase dimensional (sometimes three-dimensional) cross sections of
the multidimensional thermodynamic space, which is a
—,0 P function of pressure, temperature, and mixing ratios of all
g =it kT In o (17) involved species. The basic thermodynamic relationship to
construct a phase diagram is that the chemical potential of
must equal the one of the adsorbed molecules each species must be equal in phase 1 and 2, when they are
in equilibrium with each other, that is,

_0 pL
U= ke TIng o Attag (18) U (BT X %) = i (P.TXq ), 1=1,1 (20)
Here, the standard state is chosen as the chemical potentiaBecause the vapor pressure is a direct measure of the
©? of an an ideal gas at a pressure of 1 atm. The entropic chemical potential (eq 9), the equality of the vapor pressure
term In(o/po) accounts for the change in concentration upon ©f two phases is sufficient to determine the|_r coexistence.
transfer of the molecules from the gas phase (at preggure However, also other data, such as formation enthalpies,
to the surface (at pressupg). Clearly, Auaq depends on the melting point depressions or heat capacities have been

definition of p,. invoked to construct phase diagra#is!’* o
Kemball and Rideaf® consider an ideal three-dimensional ~_ As a first example, the melting point depression is
gas at a pressure of 1 atm at a temperature ¥ Quith a illustrated in Figure 4, showing the-T phase diagram for

thickness ofdy = 6 A as reference state for the adsorbate. the ice/SQ@ system'’*"3For a SQ mixing ratio of 10%,
The pressureg, in the surface layer can be converted to a there is a melting point depression of aboutQ. Because
surface concentration by = p./(keT) x Vo/Ao, WhereVy is the weak acid Sphas a low solubility in water, a solution
the molar volume ané, = Vi/dp. The chemical potential of ~ With 1 mol % of SQ implies an SQ pressure in the gas
an ideal gas is independent from the shape of its container.Phase of 0.1 bar. For higher trace gas pressures, new phases
Thus, the change in chemical potential for transferring an may form, in the case of §Othe hexahydrate.

ideal gas with pressurp into a layer of thicknessl, at _For strong acids, such as HCI, HBr, and HN@ similar
pressurep, (i.e., to the surface concentratiom) is simply ~ picture applies. However, due to their higher effective
given by Inp./po. The termAu.q accounts for the additional solubllltlesl?“' (caused by their larger tendency to dissociate),
change of free energy by the interaction of the adsorbed Mmelting point depressions are 280 times stronger than
molecules with the substrate. The equilibrium conditign ~ those in aqueous S@olutions before the formation of ionic

= us leads to hydrate crystals is enabled. Figure 5 shows the He#

0 F{ Aﬂad) nskBT 1 ' vliquid

Ky =exg— = (19) :
P ke T pd, 0 i
— § o
which defines the thermodynamic equilibrium constifjt ‘% -1 g8k 9
relative to the reference state of an ideal gas at a pressure of T 5
1 atm and a layer thickness d§ = 6 A.168 —2¢ E
Choosing a thickness @, = 6 A may appear arbitrary _3 . . . A

and other choices have been made in the literature. For 10° 10° 10* 10° 102 10"
example, de Boéf® considered an ideal two-dimensional gas Mole fraction

with all molecules having the same mean distance betweenFigure 4. SO,—ice phase diagram as a function of temperature
each other as a reference state for the adsorbate, which Ieadggd mole fraction of S@in an aqueous SOsolution based on

SPin an agu .
to a different value for\uaq. Both methods contain arbitrary | Cga;ﬁgeg;mgaSergﬁgﬁsgjg?u{'igﬁs'aﬁgefﬁséeg&i%wﬁiggtﬁeen

choices, thus when a fr“Qe energy of ads"orption is given, theyegpectively. Dotted lines: constant Sressure lines in the gas
reference state of the “ideal adsorbate” must be given. In phase. (Reprinted with permission from ref 172. Copyright 2001
this review, we follow the method of Kemball and Rideal, Elsevier.)
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Figure 5. HCI phase diagram after Thibert and Dorfmihavith . ,IMM(K ) ) i
changes. The dashed and dotted lines are isosolubility lines in theFigure 6. HNO; phase diagram after Thibert and Dorniierhe
ice phase and in water, respectively. The regions G, C, CT, and Qashed and dotted Ilr]es are |$o§olublllty lines in the ice phase and
PSC mark HCI partial pressure and temperature conditions as typicalin Water. (Adapted with permission from ref 74. Copyright 1998
for the Greenland troposphere, cirrus clouds, condensation trailsAmerican Chemical Society.)
of airplanes, and type Il polar stratospheric clouds, respectively. )
(Adapted with permission from ref 73. Copyright 1997 American 10 ' '
Chemical Society.)

HBr 2H,0

1072
phase diagram in thE—p presentation constructed by Thibert T 10 Liquid phase
and Domirié® based on data available in the literattifg’5180 E
For temperatures above°C, an aqueous HCI solution is g 107 g

the only thermodynamically possible phase irrespective of \HB 5H0?
the HCI partial pressure. The dotted lines show the HCI 10°F . 1
mixing ratio in the solution (percentages specify mole 1610 o . .

fractions). The ice/liquid coexistence curve reveals a de- 260 240 220 200

pressed melting point with rising HCI pressure. At HCI T[K]

pressures higher thanl10* Torr, ice is no longer thermo-  Figure 7. HBr phase diagram. The iediquid coexistence line is
dynamically stable. Preexisting ice exposed to higher HCI calculated using the model of Carslaw et!alhydrate locations
pressures will simply melt. Moreover, the solubility strongly —are taken from Chu and CHét

rises with decreasing temperature, as can be seen by reading

the solution composition as a function of temperature at a
constant HCI pressure. For partial pressures of* Ibrr,
there is about 14% HCI in the solution-a¥0 °C. The strong
rise of the HCI solubility with lower temperatures causes

the surprising effect that ice exposed to consa can determined by Pickeririg>'8%and further thermodynamic

melt upon Iowe_rmg of thg temperatLig. _ data (refs 186 and 187). Figure 7 shows the phase diagram
The phase diagram (Figure 5) also shows the solubility with hydrate stability domains as given by Chu and €hu

of HCl in single crystals of ice, as determined by Thibert and the ice/liquid coexistence curve as calculated from a

and Domirié® in experiments on the uptake of HCI from  thermodynamic ion-interaction mod@[This phase diagram

the gas phase. Obviously, in comparison to the liquid phase, has the same principal shape as the HCl/water phase diagram.

the solubility is much lower in ice, on average by a factor |t should be noted that the iediquid coexistence line is

of 5000. shifted toward lower partial pressures. Ice will melt at HBr
Similarly, Figure 6 shows the phase diagram for the HNO partial pressures abovel0~7 Torr, while for HCI the limit

as derived by Thibert and Doniiffeusing data from the s at 10 Torr. This is because the solubility of HBr in water

literaturel?0.175.178184 |t shows the same principal features is about 3 orders of magnitude higher than that of HCI.

as the HCI phase diagram. Again, hydrates will form at low temperatures and high vapor

Less information is available for the HBwater system.
To date the HBr solubility in ice has not been measured.
Chu and Chtf! constructed the HBr phase diagram based
on the freezing points of the di-, tri-, and tetrahydrate as
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pressures. To our knowledge, currently there are no data inthe appropriate thermodynamical potential, which is the grand
the literature for the Htice phase diagram. canonical potential

2.2. The Thermodynamics of Surface Melting ®=U—-TS=—pV+oA (24)

In this section, we discuss the thermodynamic concepts . I .
for premelting. It is important to clearly distinguish between N thermodynamic equilibrium, the conditiods> = 0,0 =
melting of a macroscopic liquid, which occurs only at Pmaxfor (T,.) = constant must hold. Note that minimizing
temperaturesbave the triple point of ice, and premelting, ~the Gibbs free energys(T,p), would requirep andT to be
which occurs at the solid interface at temperatuseow ~ constant.
the triple point due to the presence of surface forces. In any In the following, we use the indices q, |, and b to denote
system, thermodynamic equilibrium is defined by the equality the surface layer, bulk liquid water, and bulk solid (ice),
of the chemical potential of theh species in every phase respectively. The total volume of the system consisting of

(solid (s), liquid (1), and gas (g)) bulk ice and the surface layer\¥6= Vq + Vi, (Vq, surface
layer volume;Vic, bulk ice volume) and is assumed to be
Usi(P.T) = 1;(P.T) = 1ag;(P,T) (21) constant. Using the relatiod.e =V — Vy =V — Adin eq

24, we can calculaté for the whole system consisting of

In absence of surface forces, these two equations havebulk and surface layer.
exactly one solution for the two variabl@gsand T, which
defines the triple point. This mathematical formulation of @® = —pV, — PieVice + o(d)A = Ad(pi. — pq) -
the Gibbs phase rule clarifies that liquid water cannot exist PiceV T 0(d)A (25)
in thermodynamic equilibrium in contact with ice and vapor e
unless the system is at its triple point, that is, at 6.1 hPa and
0.0075°C. However, this conclusion is is only valid if wall
and surface effects can be neglected, which introduces
additional variables to eq 2% (see also paragraph “Gibbs’
phase rule” in section 1.4.1). 9® _ 0 (26)
Surface PressureThe effects of walls and surfaces can od
be understood microscopically. Molecules in the bulk experi-
ence different microscopic forces by their nearest neighborswhich leads to
compared to molecules in near-surface region. This is
because they have fewer interaction partners in the condensed d0(T,p,d)
phase (or more interaction partners are replaced by others Pg ~ Pice = T ad (27)
outside of the solid in the vicinity of a waltf%188 These
different force fields in the bulk and the surface layer lead
to different energies, so the work

To find the equilibrium thicknesd of the surface layer, we
minimize ® with respect tad

The chemical potential of water in the surface laygr.can
also be expressed by the Taylor expansion of that of liquid

dU = —pdv (22) ~ Watenw
. . . au
needed to compress a volurd¥ will be different in the _ ~ , il —n
bulk and surface region. Thus, the pressuie the surface #o(TiPg) = 1 (T.Pg) = t4(T:Prce) + pltp (Pg~ Pice)  (28)

region differs from the pressure in the bulk according to eq

22. That surface and bulk pressures are different is a generalvhich we have started at the bulk ice pressyg, which

feature of surface¥® equals the one in bulk water in contact with ice. This
Thermodynamic Equation To Model the Wetting on expansion assumes that the water molecules in the layer react

Ice. In a confined volume, such as in thin films, grain on average on external pressure changes as they would do

boundaries, or veins, the pressure difference between the bulkn bulk water. With eq 27 and the partial molar volunog,

and the surface area can be treated using the concept o& ju,/ap, we find

disjoining pressuré&® The disjoining pressure may be defined

as the difference between the “normal pressure in the film 90

and the pressure in the homogeneous liquid at the same Au = p(T.pg) = t(TiPrce) = Oy g (29)

chemical potential as the film®° If the disjoining pressure

in a liquid is negative, the film will wet the surface. Based

on the wetting concept, equations for surface melting on ice

have been derivet}:118.119150.19eare we follow the presenta- . . - e .
P water and the one in a confined reservoir. This difference is

tion of refs 93 and 150. . e
. . N S because the pressysgin the layer is different from the one
The inner energy of a system including its surface is given in bulk water, as calculated in eq 28. From eq 28, it is clear

and define the excess Gibbs free eneryy, which describes
the free energy difference between a water molecule in bulk

by that a surface layer can only be stable if the surface energy
U=TS— pV+ o(d)A 23) o(d)A actually lowers the energy of the system, that is,
i i i do(T,p,d)
whereo(d) is the energy per surface area in a QLL, which Au=o. —2"2 g or —p._.<0 (30
depends on the layer thicknedsA is the total surface area, s ad Pa ™ Pee (30)

S is the entropy, and/ is the total volume. Because the
pressure in the surface region is not constant, we considerTo evaluate the temperature dependenci&gfwe calculate
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the expressionu(p,T) by Taylor expansion at the triple point  range forces

To,po) as
(To.p0) 1 [da,A0 T,
0Au d~ < Inf——— (39)
Au(T,p) = Au(To,Po) + T rp (T—To) + 0 ln T—To
o'Fo
oAU ®—p) (31) Note thatAc < 0. Both expressions reveal the divergence
p ITp, P~ Po of d upon temperature approaching the melting point. A

deeper discussion of QLL thermodynamics can be found in
Note thatAu = uq — i = tice — i becauseuice = uq several other publicatior?g.?3119.130
holds in thermodynamic equilibrium. Moreover, the term  Application to Grain Boundaries and Veins. In a similar
Au(po,To) disappears at the triple point (infinitely thick way, the thermodynamics of confined reservoirs, such as
surface layerp = uice = ug). In good approximation, the  grain boundaries or veins, can be treat8d219319Now,

pressure term of the expansion can be negle€tEdWitth the pressure in the confined reservoir is determined by the
use of the thermodynamic relatish curvature of the reservoir. In a cylindrical geometry, the
pressure in a vein can be calculated from the vein radjus,
Ah_ _3Au (32)
T oT |Typ 0
" Pe—P=— (40)

rv

the enthalpy is intrpduced. Thqs, at the triple point, where
Au(po,To) = 0, we find by equating\u from eqs 29 and 31 \yhere p, is the pressure in the confined reservoir. By

and using the definition for the latent heat of meltihg= introduction of this pressure difference in eq 27, the radius
hh—h=-Ah>0 of a vein can be calculated as
T-Tp do Os T,
| =0, % (33) = %% o
T, Mad VST (41)

Surface Energies.For further evaluation, an explicit A more detailed treatment of vein thermodynamics, including
expression for the_ su.rfa}ce engar@jd), is needed. Sticking  the influence of impurities, has been given by K§and
to the model of a liquid in a thin layer, the surface enesgy  \jaderi*t For dissolved nonvolatile substances, it was

for a thicknessd can be written &8 showrt*-1%%that the melting point depressiakT in a vein
o(d) = Aof(d) + o, (34) follows the proportionality
1
with ATOZ (42)

\"

Ao = oyt 0 — O, (35) .
Recently, these and similar concepts have been used to model

Here gy, is the liquid-vapor, o the liquid—solid, andos,  the transport of impurities in polar iE€~*4° and to explain
the solid-vapor (i.e., without a QLL or surface layer) surface the temperature zdependence of sulfur dioxide uptake into
energy®2 The thickness dependence of the surface energyPacked ice beds:

o(d) must show the thick film limit ling—., o(d) = oy, + 0is .

and the dry surface limit lim.o o(d) = 0w A surface layer  2.3. Kinetics of Gas Uptake When Ice Is Exposed

can form ifoy + ais < 0s O equivalently (for a monotonic 10 @ Gaseous Environment
function f(d)) do/od < 0, as shown above. The explicit  The thermodynamics and kinetics of gas uptake are closely

functional dependence d{d) can be derived using the re|ated to each other because thermodynamic properties, such
microscopic force laws. For van der Waals interaction, wWe a5 the surface coverage or the solubility, are experimentally

have* determined in kinetic experiments. Thus, we discuss the
a02 kinetic concepts needed to interpret uptake experiments.
fd)=1- ) (36)  2.3.1. Mass Accommodation Coefficient, Surface

Adsorption Coefficient, and Uptake Coefficient

For short-range interactions (i.e., for exponential microscopic  The flux density of molecules of speciem an ideal gas
force), one find¥ colliding with a surface is given by the simple gas kinetic

. expression
f(d)=1—e* (37)
on,;
whered is an inverse interaction length. Jeolli = % (43)
QLL Thickness. Using the explicit form for the surface
energy (eq 34), one can find the temperature dependence Ofygre n,; is the gas molecular density directly above the
the layer thickness for van der Waals forces from eq 33 liquid surface andy = (8keT/(xm))“2 is the mean thermal
2 13 velocity of the gas molecules with mass

20,,A08y" Ty (38) Even on a fresh surface, which is not yet covered by

I 0 molecules of the adsorbing/absorbing species, a certain
fraction of the striking molecules is reflected into the gas
(ap is the diameter of a water molecule), whereas for short- phase (due to mismatch of the electronic orbitals of the

d~

T-T,

m
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colliding molecules). The probability for a molecule to be cally equivalent to uptake models for liquid interfaces, the
accommodated on the surface when striking it is often mass accommodation coefficient is used differently on solid
described by the mass accommodation coefficiant, and liquid interfaces. On liquidsy. is the probability for
Different definitions have been used in the literature; here the overall process, including surface adsorption and sub-
we present the definition as formulated by the Subcommittee sequent dissolution. In contrast, for uptake processes on ice,
on Gas Kinetic Data Evaluation of the IUPAC (http:// ais used as the probability for the very first physisorption

www.iupac-kinetic.ch.cam.ac.uk) step only.
Surface Accommodation Coefficient,S,. To resolve
a, = these different definitions, it has been suggested to introduce
number of gas molecules entering the condensed phase in unit timea new term, the term surface accommodation coeffiGgnt
number of gas molecules striking the interface in unit time Here, S is the probability for a molecule to reside on the
(44) surface at least for a time scale as short as a molecular

vibration (~10712 s). This process may be called physisorp-

To use this definition, the meaning of “to enter the condensed tion and refers to the very first step of the uptake process.
phase” must be defined. Unfortunately, for historic reasons, Use ofo. in This Review. In this review, we use the mass
this has been done differently for uptake processes on liquidaccommodation coefficienty, for trace gas uptake on ice
and solid interfaces. as it is done in most of the ice literature. Hexegis used for

Surface without Internal Structure. If the liquid interface the probability for a molecule not to be reflected when
is considered without any internal structure, a molecule entersstriking the surface. In this definitiomy. and S are equal.
the condensed phase if it dissolves into the liquid just below  Uptake Coefficient y. Saturation effects as the partial
the interface. Historically, the mass accommodation coef- coverage of available surface sites in case of surface
ficient, o, was introduced in this way to describe uptake adsorption lead to an immediate reduction of the net flux
processes on liquids:°41%° Analogously, one can use the | ., onto the surface even below the valig = ocjjcol; =
mass accommodation coefficient for uptake processes oniceq;zing;/4. In addition, already dissolved or adsorbed mol-
Here, o is the probability of a molecule to be adsorbed on ecules may desorb back into the gas phase, further reducing
the surface when striking it. Thus, when the solid or liquid the net flux taken up onto the solid. Thus, in an experiment,
surface is considered without any further structagesimply ~ only a fraction smaller than the mass accommodation
describes the probability for a molecule not to be reflected coefficient, ac;, will be taken up. This experimentally
into the gas phase. Here the usexefs the same on liquids  observed fraction is called the uptake coefficientwhich

and solids. is defined by
Mass Accommodation on Liquid Surfaces with Internal )
Structure. When uptake processes on liquids were investi- 1Onej AkgT
gated, it was realized that the transfer of a gas-phase molecule il =—"— = J(t)neuf (45)
h . . . . . . JCO",I pg,l i
into the liquid phase is a composite process, which includes
the adsorption of the gas molecule on the liquid surface asEquations 45 and 44 are related via
first step and subsequent dissolution as second step. The
adsorption of trace gases on liquids has been demonstrated 7i(t—0) = o (46)
for both organi¢®® and highly soluble inorganic trace ga$és. , )
The mass accommodation coefficient can be estimated withfOr Uptake on fresh (i.e., previously unexposed) surfaces.
variants of the precursor model (see section 2.3.4), which Clearly, this limit will hold for experimental time scales in
include surface adsorption of trace gases on the IR§af#:1% the dgratlon of.a molecular vibration (1% s). In practical
In such models, the mass accommodation coefficient, experiments with Knudsen cells or flowtubes, the shortest

describes the overall transfer of a gas-phase molecule into®Xperimentally accessible time scales are often much longer

the liquid phase, consistent with the definition af for (milliseconqls and longer), and the i_nitial uptake coefficient

uptake processes on structureless surfaces, as described i &N €xperiment does not necessarily equal the mass accom-

the last paragraph. mod_atlon C(_)e_ﬁ_‘lment. Thus, care must be taken th_an inter-
Mass Accommodation on Solid Interfaces with Internal preting the initial uptake coefficient in uptake experiments.

Structure. Also uptake processes on solids are composite | N €xperimental setups, for example, Knudsen cells and
processes, consisting of molecular adsorption, migration to flow tubes, the uptake coefficient;(t), is the only experi-

a stronger bound surface state, possibly hydration and mentally accessible quantity, whereas individual processes,
subsequent dissociation, and to a lesser extent also dissolutio§Uch @s adsorption, dissolution, or diffusion, remain unre-
just below the surface. Indeed, in molecular beam experi- solved. For environmental applications, it might be seductive
ments, several uptake channels have been experimentall;}o think that the measurement of an uptake coefficient should
obser\}ed. For example, most of the unreflected HCI mol- suffice to characterize an environmental system. However,
ecules rest for a time scale of a millisecond or more on the Proper modeling is required not only to deduce the principal
ice surface, while only a small percentage of HCI molecules Physical parameters from a measured uptake coefficient but
are trapped for a very short time scale of a few microseconds@/SO to take into account the often extremely different time
before desorbing back into the gas ph#8&° Thus, in scales (seconds to months) and surface properties (single vs
principle, the uptake of a gas molecule on the ice surface polycrystalline, porosity) prevailing in natural and artificial

can also be considered as series of subsequent adsorptioRyStems.

steps. After a first weekly bound physisorption, transfer to 2.3.2. Surface Boundary Condition: The Hertz—Knudsen
a stronger bound state follows. This two step process can E'qL'Ja'tion ’

be described with the precursor model (see section 2.3.4),
as it has been used by several authors to model uptake The net flux,jne;, of molecules between the gas phase
processes on ic&:292203While conceptually and mathemati-  (partial pressurep;'i, the exponent s indicates that the
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pressure is the one just at the interface) and condensed mattezq 47, proportional to the surface covera@e we can
with vapor pressurp,; can be calculated using flux matching formulate the differential equation for the surface coverage

argument$® The incoming fluxjin; = o;zip/(4keT) is 0i as

readily calculated from the partial pressure. In thermody-

namic equilibrium p = pvi), the flux of molecules %:@ kadi(l_g')_ ky 0, (50)
evaporatmg from the SO|Id into the gas phase with fl dt  KgT Ngjes :

—0.;7ipvi/ (4ks T) must equal the incoming flux,;. Under
the assumption that the condensing and evaporating fluxes Here we have used the definitiokg = oc;o/4. For
are independent also under nonequilibrium conditions, we thermodynamic equilibrium, that ispddt = 0, the equilib-
find the Hertz-Knudsen equation for the net flux onto the rium surface coverage can be calculated readily:
planar ice surface:

KLiP
CII 6 Igl

i =T IR o (51)
JnetJ 4kBT(pg| pv ) (47) q’ 1+ KL |pg|

. . . _ - Equation 51 is the Langmuir isotherm amd; = il
which describes growth and evaporation of ice. Similarly, (k(jinsneskaﬂ is the Langrr?uir adsorption corrz(sifént. I,iag’r the
the Hertz-Knudsen equation also can be used to describe coverage limit (i.e., for (- ) ~ 1), we find from eq
the surface kinetics of trace gases dissolving in condenseds the linear relation t;et\Neen pressur’e and coverage
matter. When an impurity with concentratiog is dissolved

in condensed matter, this species has a vapor prepgute 0, Kadi

ne;ke T/HY;. Herenc; is the concentration of the dissolved —=K. ;= m (52)
species just below the surface, aht]; is the effective P site

dimensionless Henry's Law constant. Thus, the net flux

through the surface is similar to Henry’s Law for the dissolution of trace gases

into liquids (eq 11). Comparison of the kinetic definition in

s n. eq 52 with the thermodynamic definition in eq 19 relates
Jnetj = gL (48) the thermodynamic Langmuir constar‘r(,p to the one
KT H, derived in eq 52 by
The Hertz-Knudsen equation is an approximation since it o_ Ngitedka T
assumes the validity of the ideal gas law even under Ko =Ky d, (53)

nonequilibrium conditions. Under extreme conditions, the

net flux may become high enough to substantially deplete e time_dependent solution of the surface coverage (eq
the gas phase, and deviations from the ideal gas law mays0) js

occur. Such effects were taken into account by using

Enskog’s development of the Boltzmann equatibr?®” and _ et
this led to a modified equation for the net flux through the 0i(0) = Ocqj + (6/(0) = Ocq) € (54)
surface: with the time constant
. &m Ui pgs;l CI)
et = T —(— -2 (49) Py ke,
' 1-0.50; 4\kgT  Hy; A T nsites+ Kgj (55)

whered; is the mass accommodation coefficient averaged
over all the velocities of the (not necessarily thermally
distributed) gas molecules distribution. More sophisticated
treatments of the kinetics of evaporation and chemical
reactions on surfaces have been reviewed elseviffere.

Note that the characteristic time for equilibration rises with

the lowering of the partial pressure. With the definition for

y in eq 45, the uptake coefficient can be calculated readily
(assumingd;(0) = 0 and usingini = Nsites dO;/dt)

2.3.3. Adsorption and the Langmuir Equation 7it) = ay; et (56)

Due to the limited number of adsorption sites, saturation
effects may occur during adsorption. This effect can be
modeled using the Langmuir adsorption isothé#fiet Nsjes
be the total number of sites on the surface (those already
occupied and those still available). If there agemolecules
adsorbed on the surface, the fractin= nsj/nsiesis called
the surface coverage. Althoughiesis specific for a certain
gas, the typical density of sites on the surface is abotit 10
molecules cm?. Often, and also in this review, this number

Adsorption with Dissociation. If the adsorbed species
dissociates, the adsorption isotherm may be derived assuming
complete dissociation of the adsorbing speéledf one
assumes that a molecule occupies two sites and that all sites
are equivalent, the saturation term-16;) has to be squared
and also the desorption rate is quadrati@ito account for
the recombination. Thus, the differential equation for the
surface kinetics reads

is adopted fomsies (See also ref 209). do. kg,
The net flux between gas and surface is given by an _'2@ dj a- 9_)2_ kd-6-2 (57)
expression similar to the HertZnudsen equation, eq 47, dt  KgT Ngjres o
that is, di/dt = jneti/Nsies HOWeVeET, the flux onto a surface
with surface coveragé; is reduced by the factor (% 6;) For equilibrium conditions, the adsorption isotherm is readily

due to already occupied sites. Assuming the desorbing flux, calculated as
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1/2 .
Kip,iP O

0=—"— 58 Y= - (62)
1+ Kpp? 9 1+ Al exp{— _AEd"kBTAEsj)

A

whereK p; = (Kagi/(Ka;Nsiteka T)) 2 is the Langmuir equilib- ) o
rium co;Dsltant(. lkaiNredeT)) g a which has been used to model the uptake coefficient of

Both the dissociative and nondissociative adsorption HCI?**and the kinetics of gas pulses on€én a Knudsen
isotherms have been used to model the uptake of HCI andCe!l o _
HNOs on ice and the chemical reaction of HCI on the surface _ !t Should be noted that the formulation in eq 59 interprets
of ice and various solid hydrates (see, for example, refs 77, the rate constants; andkis as the kinetic constants of the
174, and 21%215 and citations therein). Recently, an surface bulk exchange. We note that using this interpretation,

adsorption isotherm has been sugge®tea describe the €9 61 has also been used to analyze uptake processes on
adsorption of HCI on ice for wide range of HCI pressure liquids2'°In contrast, Hynes et &t3interpreted the precursor

including the thermodynamic stability domain of both ice @S @ weakly bound state with the second uptake step as the
and hydrates. ionization of HCI on the ice. In this picture; would not be

Other Isotherms. In real systems, mere Langmuir type the concentration in the bulk phase just below the interface

adsorption is rarely found. To describe further adsorption PUt the surface concentration of the strongly bound state,
on top of an already adsorbed monolayer, multilayer conceptsWh'le 6 would be the coverage of the weakly bound precursor

such as one derived by Brunnauer, Emmet, and Péfler State.

(BET) or the FrenketHalsey-Hill (FHH) adsorption iso- ~Fluckiger et af*7interpreted the kinetics of acid uptake
therms are used. In essence, the BET isotherm describes theSiNg wo states at the surface and a third state in the
adsorption of a gas from low pressures;(< p,) to full condensed phase but stressed that the phyglcal nature of these
condensation of the gas on the substrag & p.). It is states (bulk or surface) cannot be easily inferred from the
routinely used to determine the surface area of porous kinetic data alone. In contrast, Huthwelker e%lélnterpreted
materials. For reviews. see refs 188 and 210. the second state as a bulk state. In both studies, the uptake
’ kinetics of HCI could be modeled. The reason for this is
2.3.4. Precursor Model that both physical pictures lead to mathematically equivalent

equations. Thus, using the precursor model does not easily
allow one to infer the nature of the uptake process. Rather,
independent techniques are needed to understand the physical
nature of the uptake process.

Trace gases are taken up onto a surface with several
individual steps, such as adsorption, subsequent dissociation
and possibly dissolution into the bulk. This complex system
may be described by the precursor model, which we illustrate
for a two-step process consisting of adsorption on the surface2.3.5. Diffusion into the Bulk
and subsequent dissolution into the bulk, as it has been used
to model the uptake kinetics of the HCI uptake on
ice 213.214217.215T he kinetic equations for this system read for
the surface

In addition to adsorption processes, molecules may be
taken up by diffusion as well. There are a variety of different
conceivable reservoirs, such as grain boundaries, pores in
vapor deposited ice, or the ice crystal matrix itself (see

b, Py ko section 7). While the molecular transport processes may be

i Mol Tadi (1—6) — kg6, — k6, + k n(1—6) dramatically different in these different reservoirs, the nature

dt  KgT Ngjes ! o e ' of diffusion is the same in all cases, namely, a stochastic
(59) transport mechanism governed by Brownian motion, which

is described by the diffusion equation
and the bulk phase

an(x.t) ¥n(xt)
n o P
5 = Kt~ k(L= 6) (60) ’

While the diffusion equation describes the kinetics of a
While a general solution for these coupled nonlinear equa- stochastic transport process, the meaning of the diffusion
tions cannot be given easily, approximate solutions can beconstanD depends on the physical system. For the diffusion
derived. Assuming irreversible dissolutiok £ = 0), a into the ice crystal, solid-state diffusion constants need to
steady state on the surfac@{dt = 0), and the low coverage  be used,; for the diffusion into grain boundaries or micropores,
limit (1 — 0;) ~ 1, the uptake coefficient can be derived diffusion constants need to be formulated or measured for
ag2.203 this specific system. For some conditions also, several

diffusive processes, such as the diffusion into the ice crystal,

(63)

O grain boundaries, and pores, may occur simultaneously.

Vi— —kd (61) Because the diffusion equation is linear, we can sum the
14+ individual diffusive flows (withD; = diffusion constant of
Ks; individual diffusion process and; = relative contribution

of each process, whefgf; = 1). This leads to a diffusion
Assuming an Arrhenius-like temperature dependence for theequation with the effective diffusion constadt= ;3D
desorption constank{; = Aqj exp(—AEg;/(ksT)) and the
dissolution rateks; = Asj exp(—AEs;/(ksT)), one finds a non- an(x,t) °n(x,t) ’n(x,t)
Arrhenius-like temperature dependence for the uptake coef- =- Dj———=-D
ficient ot 7 ¥ ¥

(64)
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Hence, the solution of the diffusion eq 63 will be applicable Knudsen eq 48. Within timg the trace gas will diffuse into
also to describe the kinetics of systems with several a depthx = (Dt/x)Y2.226 To couple diffusion and surface
simultaneous diffusion processes. When modeling the dif- resistance, we assume that the trace element concentration,
fusion of a trace gas into solid matter with several reservoirs, ng, is constant in space in the depthLimited by surface

we use the effective diffusion constdbtand the effective resistance, within time¢ a total ofn.x = jnet molecules can
solubility. The effective solubility can be described by the cross the surface. From this condition and the diffusive depth
dimensionless Henry’s Law constait, which is defined  x, we estimate the average surface concentration in the depth
by Hdng = ne. Heren is the concentration of the trace gas y by nf = j.t/x = jne(7t/D)¥2 Using this expression, we

" Ll important to hote hat the Hinetcs of an uptake process 21 Cimnatert in eq 48. From the net fluxju =

may look like a diffusion process, while the fundamental 7pd(4keT), the uptake coefficient is readily calculated as

uptake process is surface adsorption. One example is the 1 1 5 I

uptake into highly microporous ice. Here molecules diffuse =4 = [= (68)

into the micropores with diffusive kinetics, while the y® o 4HV D

fundamental uptake process is the adsorption on the pore ]

walls. This result shows that the uptake process can be interpreted

For some initial boundary conditions, the diffusion equa- in terms of an electrical analogue, the resistor model. In this
tion can be solved analytically (for review, see refs 65, 220, model, the uptake process is considered as a series of two
and 221). To model the diffusion of a trace gas into resistors. The resistivity is given by the inverse uptake
unexposed condensed matter (i.e., witht=0) = 0, where coefficient of the individual process, in this case st =
the interface is at = 0), we assume that no kinetic resistance 1/c. to describe the mass accommodation andid/~ (v/
exists at the solig¢gas interface. Furthermore, it is assumed (4Hd))(xt/D)** (cf. eq 66) for the diffusion. _
that there is a constant concentration in the gas phase, just However, it should be pointed out that the resistor model
at the solid surface, and that Henry’s Law is valid during all in €q 68 is only an approximation. The full analytical solution
times at the interfacen(x=0) = Hany(x=0) (see egs 11 and for the uptake C(_)eff|C|ent of a system consisting of diffusive
124) is valid at the surface. For these conditions, the time- and surface resistanc&s
dependent solution for the concentration profile of the

diffusing species in the ice 2221 y(t) = exp@”) erf() (69)
X with 7 = (t/to) andty = (4H4DY?(a.2))?, which has the limits
n(xt) = Hd”g[l - eff(z ﬁ)] (65  yt—0) = yewrr = ¢ and y(t>tena) = yar with the

characteristic timécnar > (4H3DY?/(0v))2. Comparing the
By calculation of the flux densityj,= —D an(x,t)/ax, at the full solution with the resistor model shows that the resistor

coefficient is readily calculaté8ias for the presented case, deviations in the 20% range can be
found in the intermediate regime (the deviation may be

4H, JD different in other cases). Thus, the res[stor 'modell can be used
y(t) = (66) safely to calculate the uptake coefficient in regimes where
ot one process dominates, while it provides approximate

solutions in intermediate regimes. Consequently, it allows
If the dissolving gas dissociates, the uptake coefficient easy identification of different uptake regimes, as has been
depends on the partial pressure. As shown in the appendixdemonstrated recently in applications including chemical
the Henry’s Law constant for a dissociating gasH ~ reactions on aerosots
(KHngT/p)llz (see eq 130). If we assume that the gas/liquid More complex situations may be treated as well, as we
equilibrium at the interface establishes itself infinitely fast, demonstrate for a system with coupled diffusion and adsorp-
we can approximate the uptake coefficient for a dissociating tion. The mathematical formulation must reflect the physical

gas a¥? picture we have from the system. One picture is to interpret
the uptake as a two step process. First, the molecules are

4 kBTKHg 12 D adsorbed by a Langmuir type adsorption, as described in eq
y(t,p) ~ = —= (67) 56. Once the molecules are adsorbed on the surface, they

AN S it can diffuse into the bulk reservoir, such as the ice bulk or

. . grain boundaries. Thus, the incoming molecules need to fill
2.3.6. Resistor Model To Describe Uptake Processes two reservoirs: the ice surface and the bulk sinks. The uptake
Equations 66 and 67 predict an infinitely large uptake coefficient can be split into a bulk and a surface pautt)
during the initial stage of the diffusion, which is physically = ypuk(t) + ysurtacdt). If we assume that diffusive losses to
impossible because the maximum transport toward a surfacethe bulk are too small for significant depletion of the surface,
is limited by the gas kinetic bombardment at given partial we can calculate the surface contribution directly from eq
pressurep;. This surface resistance to mass accommodation 56 by ysurace= 0.c €XP(—At). There are two resistances for a
must be added into the description of the trace gas uptakegas-phase molecule to diffuse into the bulk. First, there is
process. mass accommodation, which is described by the mass
The coupling of this surface resistance with the diffusion accommodation coefficient). The overall probability for
into the bulk can be treated using the resistor méYe&g a molecule to be first adsorbed on the surface and then in a
see also refs 23, 56, 66, 67, 69, and 2225. The net flux, second step enter the bulk phase is given by the product of
jnes through an interface with surface resistance (massthe mass accommodation coefficiemt, and the fraction of
accommodation coefficient.) is expressed by the Hertz equilibrated surface at time which is described by(t)/6



The Uptake of Acidic Gases on Ice

I adsorptlive diffusive
100 h 1T 3
107! o, — full model ]
£, - - adsorptive channel ]
2L g, -.= diffusive chanel ]
> 10 //Q}" Lo e diffusive with 6=0 3
10_3 ;_¢."' "‘ —:
? \"'
4 [
1077 & .
st o ]
10 1 1 - 1
10 10° 10° 100 10°
t [s]

Figure 8. Uptake coefficient as a function of time calculated using
the resistor model (eq 70 for a temperature of 200 K and an HCI
partial pressure of 16 Torr). Two cases, with equilibrium
coverages ofl = 0.1 andfd = 1, are presented. For both cases, we
chooseH;DY? = 1 ms*2 (cf. Figure 27). Two regimes are
visible: During the initial period, uptake by surface adsorption
dominates (dashed line), and uptake by diffusion occurs only after
there is significant adsorption on the surface (dastutted line).
Once the surface is saturated, there is only uptake by diffusion.

= (1 — exp(=A4t)) (eq 54). By replacingr. with this prod-
uct in eq 68, we find dhuk = 1/(o(1l — exp(=At))) +
(2/(4Hg))(D/(7t))2 and can formulate the uptake coefficient
for the overall system

V(t) = Vbulk(t) + Vsurfac&t) =
1

+ a.e ™ (70)

v
4H,

R S
o(1—e™

gt

D
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stratospheric clouds are essential for the formation of the
ozone hol&;*® methods to study uptake and reaction on ice
in direct contact with the gas phase have been developed,
which usually require the application of sophisticated
techniques.

Two techniques, the Knudsen cell and the flow tube, play
a major role in the investigation of heterogeneous processes,
such as nonreactive uptake processes or heterogeneous
chemical reactions. Both techniques have originally been
developed to study gas-phase reactBfg3! but with some
adaptation they also allow the investigation of multiphase
processes.

3.1. Knudsen Cells

Originally, the Knudsen cell has been designed to study
fast gas-phase radical reacticgA$Knudsen cells have been
used to study heterogeneous chemical reactiGiRg 234
relevant for stratospheric chemistry. Furthermore, the uptake
of trace gases on aqueous sulfuric &Eid%” and ic@>214.238244
has been investigated in Knudsen cells.

In essence, a Knudsen cell is a low-pressure flow reactor
with an inlet for trace gases and the possibility to analyze
the gas phase composition as function of time. It is used in
the Knudsen regime with total pressures so low (typically
below about 1 mTorr) that the mean free path of the gas
molecules is larger than the dimensions of the cell. In contrast
to flow tubes, which operate at higher pressures, the
advantage is that effects of gas phase diffusion do not
kinetically limit the gas uptake and therefore do not
complicate the analysis of the experimental data. The limits
of such ideal gas flow conditions in tubular Knudsen cells
have been investigated by use of Monte Carlo simulafitis.
Disadvantages may result from higher sensitivities to wall
effects (see below). Also, 1 mTorr corresponds to the vapor

Similar equations for the steady-state conditions can be foundpressure of ice at 190 K. Therefore, in a Knudsen cell, only

in refs 67 and 225. In Figure 8, we plot the uptake coefficient
as calculated from eq 70 for typical values for the HCI uptake
on ice. Two regimes are visible. During the very initial
period, the uptake is limited by the mass accommodation
coefficient,a.. This corresponds to the limit limy y(t) =

o During this period, the surface is filled by adsorbing
molecules until the equilibrium coveragg, is reached. The
higher 6., the longer it takes to fill the surface. Surface
adsorption dominates the uptake process if the condition ((1
— expA)) (Lo + (@)/(AHgV /D)™t < a. expAt)
holds; now eq 70 reduces jqt) ~ o exp(—A4t). Once the
surface is equilibrated, the uptake is dominated by diffusion.
For lim—. = (4H4/v)(D/zt)~Y2, we find the diffusive limit,

as formulated in eq 68. This example demonstrates that using

the resistor model allows one to identify different kinetics
regimes in uptake processes.

3. Experimental Techniques I: Kinetic Analysis of
the Gas Phase

Early estimates in the 1960s and 1970s of the uptake of
trace species on atmospherici®dhave been obtained from
studies of the equilibrium between ice and aqueous solu-
tions136.138.167|n such experiments, ice is grown from a
solution and the composition in the ice and the liquid phase
is determined afterward, for example, by ion chromatogra-
phy. The ratio of the concentrations in the liquid and the ice
phase is called partition coefficient. After 1985, triggered

experiments referring to ice under upper tropospheric and
stratospheric conditions can be performed.

Experimental Realization. Figure 9 shows the setup of
a Knudsen cell experiment as developed by Caloz &¥al.
Typically, a Knudsen cell setup consists of three parts: (1)

Solenoid Valve

Capillary Inlet

Isolation Plunger

Optical Port
(LIF-detection)

Sample
L Escape Orifice

Computer

Chopper

Figure 9. Setup of a Knudsen cell experiment with an optical port
for gas-phase analysis: QMA, quadrupole mass sepctrometer; T1
and T2, valves; the chopper allows in situ subtraction of background
signals in the mass spectrometer; an isolation plunger is used for
covering the sample; the escape orifice defines the gas flow through
the Knudsen cell. (Reprinted with permission from F. Caloz, F. F.
Fenter, K. D. Tabor, and M. Ros&eiew of Scientific Instruments

by the recognition that heterogeneous processes on polaes, 3172 (1997). Copyright 1997, American Institute of Physics.)
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— Heat exchanger

substrate, surface area A,
Figure 10. Fluxes in a Knudsen cell; see text for discussion. Gas output

Cold gas input

a gas-flow system to bring vapors with the required partial c
pressures into the cell, (2) the Knudsen reactor itself, and ' s Lopper
(3) a gas analysis system, for example, a mass spectrometef;igure 11. Low temperature support for a Knudsen cell. Tem-

Some setups also invoke IR spectroscopy to analyze thePerature is controlled by resistive heating against a cold reservoir.
sample?243.246 Insulation vacuum and thin stainless steel walls at the copper

. . . o substrate holder avoid input of heat. (Reprinted with permission
Using Knudsen Cells.Figure 10 illustrates the principal  from F. Caloz, F. F. Fenter, K. D. Tabor, and M. Rogaiew of
concept of a Knudsen cell when used as a flow system. A Scientific Instrument$8, 3172 (1997). Copyright 1997, American
plunger, which is the valve, allows sealing of the substrate Institute of Physics.)
from the main chamber. For uptake experiments, a Knudsen
cell can be used with a constant gas flow. Opening the steady-state conditions so that wall losses after saturation
plunger allows exposure of the substrate to the gas phaseplay no role. However, measuring nonreactive uptake poses
From the loss rate after opening the plunger, both the ratea more delicate problem, since no steady state evolves, so
and total amount of the uptake can be determined (see sectiotptake onto walls competes directly with uptake onto the
5.1). Knudsen cells have also been used in other configura-substrate surface. In such experiments, the overall uptake
tions. For example, with short gas pulses, the rate constantnto the walls must be small compared to the uptake onto
can be determinetf124” An alternative method uses large the substrate. The importance of such effects has been
porous surfaces and very small gas fl8wisito the mass  demonstrated by Hanson and Mauersberger, when reinves-
spectrometer. If the amount of trace gas taken up on the icetigating previous work with refined methods*
surface is large compared to the loss by pumping into the ~Several approaches have been used trying to reduce the
mass spectrometer, the vapor pressure above the ice can bi@fluence of wall effects. Gold coatings have been brought
measured directly. Thus, for a known ice surface area andonto metal surfaces to reduce the reactivity of metal surfaces.
total amount of HCI taken up, measurements of the gas Also coatings with Teflof*® have been used. Due to the
partial pressure above the surface directly yield the-gas Possibly high porosity of wax and Teflon such coatings must
solid partitioning. be very thin, otherwise there will be a diffusive loss into the
Gas Control. The upper part of Figure 9 shows the gas coating. Also pure glass systems with and without coating
flow system, which is pumped by a diffusion pump. Vapors have been uset 320
can be taken from gaseous and liquid sources. There are
several methods to let gases into the cell: either a capillary 3-2- Flow Tubes

inlet or a needle valve to establish a constant flux through  Another tool to study the uptake of acidic gases on ice is
the Knudsen cell or a solenoid valve, which allows injection the flow tube. As the Knudsen cell, it was originally designed
if gas pulses into the cell. to study gas-phase reactid#&3Land later also applied to
Temperature Control. When high vapor pressure materi-  study heterogeneous reactions, using various different setups
als, such as ice, are investigated, humidification and tem- (e.g., see refs 83, 231, 234, 251, and 252).
perature control are necessary. Temperature control can be Experimental Realization. Figure 12 shows a typical
achieved by using commercial circulation coolers, in which setup. The flow tube itself consists of a cylindrical tube,
a refrigerated liquid such as ethanol, methanol, or cyclo- which is coated with ice. An inert buffer gas (e.g., helium
heptane is circulated. Temperatures belext00 °C are or nitrogen) mixed with a trace gas passes through the flow
difficult to reach, because the viscosity of the circulated liquid tube with typical pressure between 1 and 10 Torr.
increases with lower temperature. Furthermore, the liquids Trace gases (water vapor, acids, or both) are fed into the
are easy to inflame and may form explosive gas mixtures. flow tube either via a movable injector or through special
Such obstacles can be overcome by liquid nitrogen cooledports (as is the case in Figure 12). At the end of the tube,
systems?#3¥such as the one illustrated in Figure 11. Here, the gas-phase composition is measured. If the reactive gas
liquid nitrogen cooled gas is flowed along a heat exchanger. is brought into the tube via an injector, the length of the
A computer controlled resistive heating coil between the exposed substrate can be chosen by moving the injector. A
sample and the heat exchanger allows one to establish aypical operating procedure is to move the injector initially
constant temperature of the sample. The whole system isdownstream of the surface to avoid premature exposure of
surrounded by a vacuum for thermal insulation. the ice surface. Then the injector is pulled back to expose
Unwanted Wall Effects. When a Knudsen cell is used, the ice surface. If the reacting trace gas is brought into the
adsorption on the cell walls must be considered. Acidic gasescell via an additional port, the adsorption of the reactant gas
strongly adsorb on metal walls. Nitric acid may decompose in the injector can be prevented. Furthermore, the injector
into nitrogen oxides (NQ.2*8 When heterogeneous reactions can be kept out of the inner part of the tube during the
are investigated, measurements can be performed undeexperiment to avoid heating of the ice substrate and the gas

N Stainless steel
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Figure 12. Setup of flow tube experiment after Chu e®& Note the conceptual similarity with the Knudsen cell experiment (Figure 9).

The right side of the figure shows a flow tube with gas supplies. Note that, in other setups also, the trace gases are brought into the reactor
via a movable injector. The left side shows the principle of using a differentially pumped mass spectrometer with a chopper to subtract the
background from the ion source online. (Reprinted with permission from ref 252. Copyright 1993 American Chemical Society.)

by the warm injector. Due to the uptake onto the wall, the 100 cm s?, gas-phase diffusion constants in the range of
trace gas pressure at the end of the flow tube drops, and the200 cm s? < D < 1000 cm s? are acceptable, and this
uptake coefficient can be derived from this drop. confines the total pressure to values around 1 Torr.
Substrate Preparation in Flow Tubes.Ice substrates in If reaction rates on the walls are fast, gas-phase diffusion
flow tubes have been made mainly by two methods. In early will reduce the transport of trace gases toward the walls.
studies, ice has been grown by vapor deposition (e.g., refsMethods to account for the gas-phase diffusion are described
28, 83, and 252). There has been some controversy aboutn section 5.2 (See “Case II: Transport Limitations by Gas-
the influence of the porosity of vapor grown ice on its Phase Diffusion”). For methods to estimate diffusion con-
reactivity (see section 8.1). Therefore, much smoother ice stants, we refer to refs 25&60.
films can be made in a two-step procedtfgts 215253255
First, the glass flow tube is cleaned and roughened with an3 3, Packed Ice Bed Experiments
aqueous HF solution, then this glass surface is wetted with
a thin water film, which is cooled to freeze ice. Another method to study the uptake of trace gases on ice
Gas-Phase Diffusion|f the gas passes through the flow is the packed ice bed technique. In principle, a packed ice
tube under laminar flow conditions, according to the Hagen bed is a flow tube filled with porous ice. Packed ice beds
Poiseuille Law, the gas will flow faster the further away it have been originally designed to study the uptake of trace
is from the walls or the injector. However, if the diffusion gases onto snow-like ig&%8426+2%5 or natural snov#®®
perpendicular to the flow direction is fast, the plug flow A packed ice bed is made in the following manner.
assumption is justified and all matter in the gas flow will be Distilled water is nebulized with an ultrasonic nebulizer
transported with the same velocity everywhere in the flow above a Dewar flask containing liquid nitrogen. The fine
tube. mist falls into the liquid nitrogen, where it is frozen as fine
The interplay between diffusive and advective transport amorphous ice spheres with typical diameters of some 100
defines basic requirements for a flow tube. The characteristicum. These ice spheres are filled into a glass tube. Care must
time 7 for a molecule to diffuse across a tube of diameter be taken during freezing and transport of the ice through
is T = d?D with gas-phase diffusion constabt Plug flow laboratory air to avoid contamination problems. For example,
conditions occur if the distance = vt by which the gas ~ when the ice is used to study the uptake 0bS® oxidants,
flows along the tube during the timeis less than the tube  such as HO,, should have contact with the ice or the fine
diameter, that ispr < d. Eliminating r from these two mist. This can be avoided by producing and keeping the ice
relations yields the criterioB > vd. At the same time, the  in a controlled atmosphere of pure gas.
gas-phase diffusion must not be too fast, that is, not faster In the next step, the ice is sintered for a period of several
than the flow velocityD < vL. Otherwise, the concentration days at temperatures betweeb and—15 °C. This ensures
of the trace species in the gas phase along the axis of thethat the originally amorphous ice is crystalline when the
tube will be almost constant (and the flow-tube equations, uptake experiment id performed. Furthermore, because the
see below, cannot be used). In summary, the condition toice surface is extremely mobile, the several day period will
construct a flow tube isd < D < oL. For example, for a  stabilize the shape of the ice surf&ééThe ice used in a
tube diameter of 2 cm, 10 cm length, and a gas velocity of packed ice bed is porous and has a very high surface area.
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The total surface area can reach several square meters, much

higher than that in a flow tube or a Knudsen cell. To measure

the ice surface area in packed ice beds, different methods Copper

have been applied, including optical technigffesieasure- Cryopanels

ments of the permeabilifi, and BET measuremernt®, Glass

which were originally developed for measurements on natural  Shroud

snow?%8-270 The BET measurements showed that the high

surface area in the packed ice bed experiments is mainly

caused by the large number of individual ice sphé¥eEhis

is in contrast to the microporosity of the vapor deposited

ice film, which has pores on scales of a few micrometers.

Due to their high surface area, packed ice beds are specially

suited to study uptake and reaction of weakly reactive or

adsorptive gases (such as relatively weak acids, e.g), SO
The ice-filled tube is connected to a gas flow system in a

similar manner as a flow tube. A gas is routed through the )

packed ice bed and the signal atg[he end of the pacged ice %::gzsgl'uslggl 3::;’ ?ﬁé’éﬁome:er

bed is monitored with an appropriate gas analysis system.rjgyre 13. Mass spectrometer with cryoshield after Foster é¢8ll.,

Often gas specific detectors are used, such as a flameas an alternative to a chopped system. The cryoshield effectively

photometric detector for gases such a$.SO pumps water and, to some extent, trace gases to reduce the overall
To determine the total uptake, two methods can be applied.Packground in the mass spectrometer. (Reprinted with permission

The time evolution of the Eace gas concentration at thgptubefrOIrn ref 135. Copyright 1997 American Chemical Society.)

exit, the so-called breakthrough curve, can be monitored and

the uptake can be calculated by integration of the sigfhal.

Liquid No
Cold Trap

Further constraints arise because secondary electron multipli-

When this method is used, care must be taken to accounte’s and the filaments of the !on source.require total pressures
for possible drift effects. Another method is to use the of less than 105_Torr to avoid destruction. Systems with a
breakthrough curve to assess the saturation of the packe{araday cup might be run at a pressure up to* I0orr,

ice bed but to determine the total uptake by liquid-phase owever, on the cost of decreased sensitivity. Flow tubes
analysis of the melted ice b&®.This allows a better are operated at pressures 6f1l0 Torr. The total pressure

quantification of uptake rates, which are small compared to n a Knl_sten CE:‘" is in the mTorr regime. In both cases,
the flux of molecules passing the ice bed. differential pumping between reactor and mass spectrometer

: s . . is needed.
The analysis of the kinetics in a packed ice bed experiment - . .
is hampered by its porosity and the possibility of diffusive Backgrounds. When acidic gases are analyzed in a humid

. ; . .. . environment, specific problems are caused by the stickiness
BIrgr?gfsgeesdrﬁler?rﬁ/lir?\{c?llgztor?arg:tgf Shsea;(s)lrj(;ﬂlsngr%g:;lon "Nof water and the acidic gases to metal surfaces in the mass
modeling the ice surface by spheres have been iébtbre spectrometer. In a vacuum system, hydrocarbons and water

complex models, which take various shapes of the pores intogL?nt;i”rg ?éntkzgs\lliléilu?nazszieiyd\;\c/);t%rrbiz njsggﬁ;ngit%gﬁtm
account, have also been preserfféd. .

to pump because of its finite solubility in pump oils (the
amount of dissolved water is given by the humidity at the
3.4. Methods To Analyze the Gas Phase high pressure side of the pump). If a turbo pump is used,
3.4.1. Mass Spectroscopy water will adsprl_) on the rotors, Whic_h also r_ngkes pumping
difficult. By similar reasons, the sticky acidic gases are
The analysis of the gas phase is often performed usingusually difficult to pump out of a vacuum system. Thus, with
mass spectroscopy. The principles of mass spectroscopy argonventional vacuum systems, the analysis of acidic gases
detailed elsewher&? In brief, a mass spectrometer works in a humid environment is difficult, because high background
in three steps. A small portion of the gas to be analyzed is levels of the gases under investigation may occur.
brought as a molecular beam into the ion source. Here itis  The most prominent techniques to overcome these prob-
ionized, either by ion impact or by chemical ionization, |ems are to use cryopanels in the mass spectrometer, to use
leading to characteristic fragments. For example, HCI frag- cryogenic pumps, or to subtract the background by modulat-
ments into the positive ion$°Cl, H3®Cl, 3'Cl, H3'CI. ing the beam with a chopper.
Determination of these fragments allows identification of the  Cryopanels. The setup used by Foster et'#lis shown
gas. In a second step, the ions are electrically acceleratedn Figure 13. Here a cryopanel encloses the quadrupole and
into a mass filter, either a magnet or a quadrupole. The massthe ion source. The cryopanel has a temperature of about
filter sorts the ion beam bgm, the ratio of the fragment 130 K. Due to the low ice vapor pressure at such tempera-
mass and charge. In the third step, the ions are detected eithefures all water molecules will be trapped. Thus, all water is
with a Faraday cup, measuring the charge of the ion beam,effectively pumped, and a pressure of about®6an be
or with a secondary electron multiplier, counting each maintained in the ionization region. As acidic gases are
impacting ion. However, to analyze acidic gases in an effectively taken up on ice, these gases will be pumped by
ambient of water vapor, special modifications are needed, the growing ice at the cryoshield.
which are discussed below. Cryopumps. Another method to overcome wall effects
Pressures.The pressure in the mass spectrometer has toin a mass spectrometer is to use cryopumps. Such pumps
be low enough to allow the existence of an ion beam from can be bought from the shelf. A special type of cryopumps
the ion source through the mass filter into the detector, thathas been originally designed to analyze stratospheric air
is, the mean free path must be larger than that distance.in balloon flight$73274 and has been used by several
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Figure 14. Setup for a mass spectrometer using liquid helium as a cryopump for effective background reduction. This type of setup has
been used in field studies in balloon experiments and in laboratory experiffétReprinted with permission from K. Mauersberger and
R. Finstad,Review of Scientific Instrument$0, 1612 (1979). Copyright 1979, American Institute of Physics.)

authors®249275277 Figure 14 shows the concept. The dif- 46). CIMS allows one to distinguish between these mol-
ferential pumping is realized in two stages. Both stages areecules. Furthermore, the ionization can be made at high
pumped with liquid helium pumps. The advantage of such pressures, that is, in the flow tube or the reaction chamber
systems is not only the high pumping speed. At liquid helium itself, which reduces unwanted backgrounds from molecules
temperatures, all gases with the exception of helium itself desorbing from the mass spectrometer walls.

will condense almost perfectly. Thus, a very low background

on all lines in a mass spectrometer spectrum can be achieveg; Experimental Techniques II: Analysis of the
and maintained during operation. Condensed Phase

Beam Modulation. Finally, the modulation of the atomic
beam with a chopper has been applied to overcome the \When a Knudsen cell or a flow tube is used, only the gas
problem of a high background. Figure 12 illustrates the phase is measured upstream and downstream of its contact
principle. Again, there are two differential pumping stages with the condensed phase. Therefore, these techniques allow
between the reactor region and the ion source in the massone to measure only the time-dependent uptake coefficient,
spectrometer. The gas enters the ion source via two orifices,y(t), but cannot provide direct mechanistic information about
one at the exit of the flow reactor and the other one at the the surface or volume processes involved (adsorption,
entrance to the high vacuum region where the ion source is.solubility diffusivity, reactivity, etc.). Often, physical models
A chopper between these two orifices modulates the beam.must be applied to interpret the observed kinetics in the gas
The open position measures the incoming gas with the phase. For example, when surface uptake is assumed, the
background; the closed position measures only the back-total uptake can be determined by integrating the loss from
ground. Using lock-in amplification, the background is the gas phase, while uptake coefficients can be calculated
subtracted directly during the measurement. Different ver- from the steady-state signal, or the prodtigD¥2 can be
sions of this technique have been used for flow té5€8®  calculated by fitting the experimentally measured break-

and Knudsen cell&:#2% through curve to a proper theoretical model. However, this
. o method of analysis is often difficult. For example, in a
3.4.2. Chemical lonization Mass Spectroscopy (CIMS) specific case, it may remain ambiguous whether the break-
Chemical ionization mass spectroscopy (CIMS) uses-ion through curve is “better” fitted by assuming adsorption to
molecule reactions. For example, the reactiorsC® HNOs the surface of a substrate or diffusive uptake into the bulk
— NOs;~ + OH + CO®2™ allows detection of HN@ by of the sample is the better assumption, or a superposition of
observation of the N§ ion in the mass spectrometer. Other both. In such cases, the relative ease of the gas-analysis-
reaction schemes involving various ions (e.g.s SF, 1) based methods is paid for by fundamental weaknesses in the
have been used to detect different molecules by variousidentification of the process in the condensed phase. At
authors (for example, see refs 28283). current, the nature of the uptake of trace gases on ice is not

The advantage of CIMS is that it is h|gh|y Specific for well established. ThUS, methods have been deve|0ped to

the detection of a certain molecule. This is in strong contrast Study the condensed phase composition while a trace gas is
to the ionization by electron impact, where different mol- taken up onto ice.

ecules may have the same major mass fragment peaks (for First of all, spectroscopic techniques to probe the con-
example, both CION@and NQ fragment to masse = densed phase have been employed, most notably infrared
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spectroscop¥* 286 and second harmonic generatiS.28° In similarity to this early approach, Doniinet al?®!
IR spectroscopy probes the molecular vibrations; thus, it is developed a method to measure solubility and diffusivity of
well suited to study molecules and molecular ions, but single HCI and HNQ in ice single crystals. In essence, ice single
atoms or single atomic ions cannot be studied. While IR crystals were brought into a stainless steel chamber and
spectroscopy allows one to obtain mechanistic information exposed to a controlled atmosphere of HCI with proper
on processes taking place in the first few monolayers below humidification. After some weeks, the ice crystals were cut
the surface (i.e., to a depth penetrated by the IR light), secondinto about 25um thin slices with a lathe and melted. The
harmonic generation or sum frequency generation enablestrace gas concentration in each slice was determined by
one to probe molecules of an individual species residing on liquid-phase analysis, and the concentration profile was
the surface (e.g., by analysis of its dangling bonds). Thesederived. In section 7.1, we describe some controversy related
spectroscopic techniques provide important information aboutto potential experimental pitfalls when this method is used.
the nature of the interaction process, such as the formationWhen these long-lasting experiments are performed, proce-
of hydrates or the state of dissociation, but not necessarily dures for crystal handling and the correct humidification must
on the amount of uptake. Therefore, we will not further be applied.
consider these techniques in the current review. Crystal Handling. In a first step, ice single crystals were
Several other techniques have been employed to determinggrown using a modified Bridgeman meth&dThe crystals
the amount of uptake by condensed phase analysis. In anwere cut into pieces of about 4 cm length in a walk-in cold
early work, the liquid-ice partitioning has been determined room. These pieces were frozen onto a specially designed
by freezing bulk agueous solutions and subsequent chemicakample holder, which can be mounted into the lathe. The
analysis of the ice phasé® 13°167 However, because this lathe was used to give the samples a flat shape with an
method yields only bulk information, sectioning techniques accuracy of 5um. The samples were mounted into the
have been employed to study diffusivity and solubility of reaction chamber and annealed for several hours3atC.
trace elements separately. By cutting the ice sample into thinThen the temperature was adjusted to the desired value, and
slices a resolution ranging from a few millimet&fto about an HCI/H,O mixture was passed through the chamber with
20um™742%has been reached. Later, better resolutions could the HO in the gas phase adjusted to the equilibrium vapor
be achieved by using diverse laser desorption tech- pressure of the ice. The HCIl was then taken up by diffusion
niques?922%3Finally, in very recent experiments, Rutherford onto the ice sample for a period of several months.
backscattering (RBS) has been demonstrated to be a capable Humidification of the Crystals. The humidification of
method to study uptake processes on ice in situ andthe ice crystals is most critical when performing these
nondestructively/22%* A few of the more prominent ones  experiments. At a temperature 6f20 °C, the ice vapor
of these techniques will be outlined in the following sections. pressure is around 0.2 Torr. Thus, based on kinetic gas
) theory, about 1®monolayers are exchanged per second with
4.1. Laser-Induced Thermal Desorption (LITD) the gas phase. If the water vapor pressure has a mismatch

Laser-induced thermal desorption has been used by severa®f 0-01% with the ice vapor pressure abouirfi of ice might
authord®2%2to determine the composition of vapor deposited 97OW Per hour. Because the ice crystals are kept in the vapor

ice with coadsorbing trace species. In the setup of Berland Phase for periods of several months, it is clear that proper
etal.22a CQ, laser is used to evaporate a sample with short temperature control is crucial when performing these experi-
(~100 ns) laser pulses with energies of a few millijoules Ments. , , _

applied to spot sizes of 0:6L mm. Ice substrates are made  Domineet al?**approach this problem by immersing both
by vapor deposition onto an AD; target. The laser beam is the reaction chamber and a condenser into the same tem-
in the ALOs in the sample holder by a two-photon transition. mtrogen/wate_r mixture is chosen slightly above the ice vapor
By this procedure, it is ensured that the complete energy of Pressure. This additional amount of water freezes in the
the laser pulse is used to evaporate the sample. Uponcondenser unit befpr.e. entering the diffusion chamber to
illumination, the substrate evaporates rapidly, and the vaporensure correct humidification.

is analyzed in a mass spectrometer. To reach high sensitivity, . ,

the substrate holder and the ion source of the mass4-3. Profiling by Laser Resonant Desorption

spectrometer has to be in a line of sight. This ensures that
evaporated molecules enter the ion source without prior wall
contact. As the sample is totally evaporated, the overall |;
composition is determined.

Laser resonant desorption (LDR) has been used by
vingston et ak*3to determine the concentration profile in
very thin ice samples. Ice is evaporated by means of short
- . laser pulses, and the gas-phase composition of the evaporat-
4.2. Profiling by Sectioning Ice Samples ing ice is determined using mass spectroscopy. Figure 15
One of the first measurements of the diffusion constant shows an overview of the experimental setup.
in ice has been performed by Krishnan and SaloAi®n. While in the LITD technique described above the wave-
These authors froze a cylinder of ice from deionized and length is chosen for maximum absorption in the aluminum
distilled water in a plexiglass tube. On top of this ice sample, sample holder, leading to complete evaporation of the ice,
a cap of ice was frozen that was doped with radioactive the distinct difference in LDR experiments is that the
H38CI. This sample was stored in a cold bath at a constantwavelength of the laser light is chosen for maximum
temperature to allow the diffusion of the radioactive HCI absorption in the ice. Laser light from an Er:YAG laser with
into the ice sample. After several hours, the sample was cuta wavelength of 2.94im is highly absorbed by the €H
into pieces and the radioactivity of each piece was measuredstretching vibration of the water molecule. The penetration
From the activity in each piece, a concentration profile was depth at this wavelength is about @«81. Thus, with a short
inferred and the diffusion constant calculated. laser pulse with nanosecond duration, the upper layer of the
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Figure 15. Setup for laser resonant desorption (LDR) depth
profiling (from ref 293): AES, Auger electron spectrometer; AMD,
alkali metal dispenser; BS, beam splitter; CAD, capillary array
doser; GS, glass slides; L, Caens; LEED, low-energy electron

diffraction spectrometer; M, mirror; P, periscope assembly; PD,

photodiode; PT, piezoelectric translator; QMS, quadrupole mass

spectrometer; S, shutter. (Reprinted with permission from ref 293.
Copyright 2000 American Chemical Society.)

ice can be evaporated. Analysis of the evaporating gas phas

allows determination of the composition. With a sequence

of laser pulses, layer by layer of the ice can be evaporated
and a concentration profile of a trace element can be

determined. During the profiling experiment, the ice is cooled
to temperatures around 140 K, where the ice vapor pressur
is negligible.

4.4. Rutherford Backscattering (RBS)

Chemical Reviews, 2006, Vol. 106, No. 4 1397

surface region of ice in situ and nondestructively with a depth
resolution of a few 100 A. This is a compelling advantage
compared to other profiling methods, which destroy the ice
sample upon analysis.

Rutherford backscattering and other ion-beam-based tech-
niques are routinely used to analyze the near-surface
composition of solid, low-vapor pressure materials. Because
the technique and its applications are reviewed in detall
elsewheréy"-2%we give only a brief description. When RBS
is used, monoenergetic Héons (typically 2 MeV) are shot
onto the substrate under investigation. When travelling
through matter, the remaining electron is stripped from the
He" ion, and it becomes a Heion. The energy spectrum
of the backscattered He ions is measured. This energy
spectrum can be analyzed in detail using the physics
principles of backscattering, which is simple and solely
follows the laws of classical physics. If a Heion hits an
atomic nucleus (which is usually much heavier than the
incident light H&* ion), it transfers some of its energy to
the target nucleus and will be scattered backward with a
lower energy. The energy transfer to the target nucleus is
determined by the conservation of energy and momentum.
érherefore, the backscattered energy is a measure for the mass
of the target nucleus. The spectrum of ions, which are
backscattered on an infinite thin (monolayer) multielemental
'target consists of a series of peaks, each representing the
mass of one of the elements. On targets of finite thickness,
ethe Hé*' ions lose energy when penetrating through the
substrate in interactions with the substrate electrons before
hitting a target nucleus. This energy loss is a measure of the
depth of the scattering event. Thus, an RBS spectrum con-
tains information about the elemental composition and the

Rutherford backscattering (RBS) has been used to probedistribution of the elements as a function of the depth. A

the near-surface region (depth 1 um) of HCI doped ice
and to investigate hydrate formation on ice surfeé&g6
This technique allows one to monitor processes in the near

favorable situation occurs, when heavy elements dissolve into
a matrix of light matter, such as the uptake of HCI in ice.
-Now, the high-energy portion of the energy spectrum, for
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Figure 16. Setup for using RBS to investigate trace gas uptake on ice. High energy ions are produced in the SUNY accelerator. N1 and
N2, needle valves to control the trace gas flux into the cell; G1 and G2, gate valye®_Pand B, pressure heads; the Si detector
measures the spectrum of backscattered ions. (Reprinted with permission from ref 295. Copyright 2002 Elsevier.)
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backscattering energies between the one of the heavy andadiation up to hard X-rays. Thus, a variety of different
the light elements can be interpreted as a direct measurementechniques can be used, ranging from surface-sensitive X-ray
of the concentration profile of the heavy element, which can photoelectron spectroscopy (XPS) to various brands of X-ray
be thoroughly analyzed using established meti&us. absorption spectroscopy (such as X-ray absorption near-edge
As standard RBS is used at pressures smaller thafh 10 structure, XANES, or surface-extended X-ray absorption fine
Torr to investigate low-pressure solids, the standard RBS structure, SEXAFS) or surface-sensitive diffraction tech-
setup needs some modifications to be usable on high vapomiques. With its (fine) tunable energy, precise spectroscopic
pressure solids, such as ice or aqueous solutions. Mostanalysis of the fine structure of electronic states and thus
notably, good differential pumping is needed between the the nature of the chemical bonding is possible. Furthermore,
source of the Heion accelerator and the ice chamiy&ps with the use of ultrafast femtosecond spectroscopy, it is
to secure proper vacuum in the accelerator region. Figurepossible to directly study fast processes, such as the
16 shows a setup to apply RBS on ice and sulfuric &igP5 dissolution of electrons in waté?®3%° While synchrotron
Here, the Knudsen cell technique has been combined withbased techniques become more easily accessible to ordinary
RBS. This setup allows establishment of a well controlled Users, they are not suited for routine determination of the
temperature, and the gas mixing system is used to exposéotc’:ﬂ amount or the kinetics of uptake processes. However,
the ice target to a defined trace gas vapor. In this way, the SR has great potential to explore the mechanism of uptake

diffusion of HCl into ice samples has been observed. processes. For example, glancing incidence X-ray reflection
has been used to confirm the surface disorder on ice
4.5. Radioactive Tracer Techniques surfaces?” 1% photo-stimulated desorption near-edge X-ray

absorption fine structure (PSD-NEXAFS) has been used to

Radioactively labeled nitrogen oxides have been used todirectly observe the dissociation of HCI on ice surfées
study uptake processes on atmospheric aerosols aft#e®°  and to prove that surface disorder is strongly influenced by
The production of radioactive nitrogen requires a proton hydrocarbon impuritie&'3 Furthermore, recent X-ray absorp-
accelerator facility. When a proton beam (11 MeV) hits a tion experiments showed that there is molecular HCI on the
high-pressure oxygen target, the short-lived isotbpeis ice surface at very low temperature and that after HCI
produced via the nuclear reactiof@(pa)**N). Based on  adsorption the hydrogen network weakens, which in turn will
this reaction, radioactively labeled nitrogen oxides are lead to further sites for adsorption and dissociation of H€I.
produced on a routine ba3isat the Paul-Scherrer Institute. However, these experiments have been done at very low
The radioactive isotop&N is produced in the form*NO temperatures, possibly under hydrate stability conditions, and
near the target and transported to the laboratory, where it isit would be of great interest to perform similar experiments
further chemically converted to other nitrogen oxides, such in the ice stability domain.
as3NO,, HO™NO, or HNO;s, for use in standard setups
for he_terogeneous chemistry experimgnts. Several types 055' Methods: Analysis of Flow Tube and Knudsen
experiments on trace gas uptake on ice can be performe cell Measurements
using radioactive tracers.

In a thermochromatograpy experiméfit,a buffer gas When the uptake of acidic gases onto ice is measured,
containing a radioactively labeled trace gas is passed throughHong-lasting uptake processes have been observed by many
a flow tube where a temperature gradient, ranging from about authors!269.83.250.254t js noteworthy that in the case of packed
200 K to liquid nitrogen temperature, is applied along the ice beds, such tailing has been observed for acidic gases but
flow direction. Because the temperature is well defined along not for nonpolar substances. Thus, the tailing appears
the flow tube, temperature and tube position are well characteristic for the interaction of acids with ice. Its physical
correlated. The gas flows from high to lower temperatures. reason is unclear and attempts have been made to explore
Because the residence time exponentially rises with decreasthe nature of the uptake processes by analyzing its kinetics.
ing temperature, the migration velocity of the molecules In the following section, we summarize equations to analyze
slows substantially around a certain molecule-specific tem- the kinetics in flow tube, Knudsen cell, and packed ice bed
perature (and location in the flow tube). Here, they ac- experiments, which are of use in tackling this problem.
cumulate, and a peak activity distribution is found, which
can be detected easily with a scintillation counter. The 5.1. Knudsen Cell Experiments
trapping temperature is characteristic for the adsorption . ] )
properties of the adsorbing gas and allows calculation of the ~ Fluxes in the Knudsen Cell.Figure 10 depicts the fluxes
adsorption enthalpy based on linear gas chromatographyin @ Knudsen cell. We denote the number of molecules in
theory and an appropriate adsorption model. This approachthe cell with Ne. The flux (in molecules ) into the cell
can also be applied to a classical isothermal flow tube run and onto the substrate and the one leaving the cell at the
with radioactively labeled trace gases. By scanning the €Xit hole are denoted b, Rs, andRus, respectively. The
radioactivity during the uptake process, one can monitor the continuity equation for the cell reads
migration of the trace gas through the flow tube in situ as

function of time3° and kinetic adsorption models can be dN
tested. —t = Rol® — Ro(t) = Rus(® (7)
4.6. Synchrotron Radiation Based Techniques The outflow from the cell into the mass spectrometer is

proportional to the number of molecules in the cell, which

During the last years, synchrotron based methods defines the escape rala, by the equation

have found increasing importance in environmental
sciencelf7-109.113,304312 Gynchrotron radiation (SR) has an
extremely bright continuous spectrum, ranging from IR Rus(t) = kN, (72)
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First-Order Wall Loss. There are specific situations, such  Only for strict steady-state conditions, that is, for complete
as the first-order loss onto the substrate, when the kineticstime independence of all processes, we can VRi{® = Ry
in the Knudsen cell can be analyzed without the assumption— Rys. In the following, we use the steady-state condition,
of quasi-stationarity. Using the abbreviatiky = a.0/4, we but all equations are also valid for quasi-stationary conditions
calculate the fluxRs, onto the substrate as as approximation.
For a given sizeA., of the exit aperture, the fluRys is

Ag calculated readily from the pressum, using the ideal gas
Rs= kad\7c Ne (73) law (pcVe = NckgT)
i Adb, PV
The mass balance in the Knudsen cell reads Ry = e _ KN, = keC_TC (79)
dN, As V2rmks T Ke
—= —KkN. — K,55N.+ 74
dt N kach * R (74) This equation defines the escape fatevhich is the inverse

o N _ residence time of a molecule in the Knudsen cell. It depends
For the initial conditionNc(t) = No, the general solution of  on the mass of the gas molecules

this equation is

-
N() = (N — Ry) ex;{— %) +Rg  (75) ke = % %n (80)

where we have used the abbreviatios (ke + KadAs/Ve) ™. The flux Rys can be calculated directly from the partial
This equation describes the response of a Knudsen cell topressure and the escape rate; thus the partial pressure is a
changes of the influR,. It is clear from this equation that  direct measure for the fluRys. An uptake experiment in a

the first-order rate constant cannot be measurégs/Vc Knudsen cell has two stages. First, the pressur@and thus
< ke. Thus, the adsorption time must be fast compared to Ry, in the cell is measured with closed plunger. In the second
the outflow out of the cell. o step, the plunger is opened, and the pressure in the Knudsen
Special cases of this equation include the kinetics of a cell changes to the pressusebecause the substrate acts as
gas flowing out of the cellN(t=0) = No, Ro = 0) sink. The fluxRs onto the substrate can be calculated from
¢ Po and p
N.(t) =N ex;{— —) 76
(1) =N, . (76) N kch( ) o1
= Po— B
This equation has been us&tdo determine the escape rate, ke T™° '

ke, experimentally and to measure the adsorption constant,

Kag, for HCI, HBr, and HI. Using the mean thermal velocity, = (8kgT/(xm))*?, and
Calculation of Total Uptake on the Substrate. The the gas kinetic impingement rate on the substrate during

simplest way to analyze uptake experiments is to calculate uptake,Rs max= Astp/(4ksT), the uptake coefficient (cf. eq

the uptake per surface aremy(t), by numerical integration ~ 45) is

of the breakthrough curve

o )= Rs 4k Vepo— P
N(t) = ftRS( )dt' 77) Rsmax 7 As B

0 A
This equation establishes the desired relationship between
This method will work if the end of the uptake process is the unknowny(t) and the measured pressyxét), as well
clearly determinable. However, in uptake experiments with as other instrumental parameters. Equivalently, the temporal
ice, the measured signals often show long tailing, which development of the partial pressure in the cell can be written
makes it hard to determine the point in time when equilibrium as
has been reaché® For discussion of this issue, see section

(82)

8.4.4.
Quasi-Stationarity. The time-dependent continuity eq 71 p, = p—f (83)
cannot easily be solved analytically, except for first-order 14+ oA y
loss processes onto the substrate. Analytical solutions can 4KV,
be found for steady-state conditions (i.e., fod.ait = 0).
The term dNJ/dt can also be neglected if the conditig(fRo Note that all equations in this paragraph are valid ap-

— Rus — Rg)| > [(dNJ/dt)| holds. This means that the proximations for the quasi-stationary conditid(Ry — Rus
difference between source and sink terms in the cell is large — Rg)| > |(dNJ/dt)|), that is, for uptake processes with slow
compared to the exchange of molecules due to the filling/ time dependence.
emptying of the cell. Hence the substrate and not the Diffusive Uptake of a Nondissociating SpeciesBe-
exchange kinetics governs the time dependence. This is thecause the diffusion is a slow time-dependent process,
quasi-stationary approximation, which allows treatment of we use the quasi-stationary approximation (see paragraph
slow, time-dependent uptake processes, such as the diffusioriQuasi-Stationarity” in section 5.1). The diffusive loss of a
into the substrate. Then we can approximate eq 71 by ~ gas onto a planar substrate is calculated by the time-
dependent uptake coefficient (eq 66). Using this expression
Rs~ Ry — Rus (78) in eq 83 allows calculation of the time dependence of
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the pressure in the Knudsen cell:
pO —
p)=—""= (84) g
r A Hp/D S
Ve Vat D
This approach has been used to deterrhigi!’? for HCl in -
sulfuric acid solutions under stratospheric conditi@hand £
to analyze the uptake of HCI onto ice in Knudsen cell =05 -
experiments. r
Diffusive Uptake of a Dissociating SpeciesFor a 00— ,
dissociating species, the solubility changes with the pressure 0 2000
pr in the cell H} ~ (ke TKHYp)Y2 see eq 130). Using the t [s]
guasi-stationary approximation, we insert eq 67 into eq 83
and derive the time dependence of the partial pregsure .
the Knudsen cell as 0.50
2 2 B 040
ORTA FH OV Y PR ORI
s 030¢ el
where = o
- é 0.20 e X
A kBTsKHd\P = ol
= ——4/ = 86 0.10E e ___.hongdiiusive .
: Vike Po T (66) = iR ——
0.00 ka2 77" . .
The solutions for the diffusive uptake have a negative sign 0 10 20 30 40 50
in eq 85. The positive branch would describe a source. Note 12 [s'2)

that the quantity KsTKHID/po)Y/2 corresponds tdd4DY2 in _ _
eq 66. These equations have been used to analyze the uptakggure 17. Upper panel: Breakthrough curve in a Knudsen cell

; e experiment at 188 K. At = 0 s the plunger is opened and the HCI
of HCI onto vapor deposited ice in a Knudsen é&liTo exposure starts; at= 3000 s the plunger is closed again. To first

determine HyD*? = (kBTKHgD/pO)m_ for a dissociating  order, the difference between the dotted and dashed curves was
species from a Knudsen-cell experiment, it is best to use used as an estimate for the surface uptake. Lower panel: total,
the linearity ofy(t)(po/p(t))¥? = vHiDY%4 x ()2 diffusion-like, and nondiffusive uptake per surface area as a function

Asymptotic Fitting Method. While the equations for of t2, Circles, experimental data; dotted line, simulated break-
diffusive uptake have been used successfully for studying through curve, based ol D'2 as determined by asymptotic
the diffusive uptake of acidic gases into liquids, the nature fitting from the tailing of the breakthrough curve, i.e., for 1000

L . - s using eq 67; dashed line, breakthrough curve simulated with a
of uptake processes on ice is not yet established (see sectioR,;| numerical model assuming both diffusion and Langmuir

8). Surface adsorption, diffusion, or a slow restructuring of adsorption occurring at the ice surface (see Figure 28 for compari-
the surface might occur simultaneously. Asymptotic fit- son). (Reprinted with permission from ref 214. Copyright 2004
ting'72214 of the latter part of the breakthrough curve has American Chemical Society.)

been used to analyze breakthrough curves with long-lasting
tailing.

[ f i fi t of HX=)CI
The method is illustrated in Figure 17. The breakthrough ice surface is exposed to a defined amount o =,

Br, or ). Then the plunger is closed for a defined period of

curve shows diffusion-like tailing and additional uptake e pyring this time, adsorbed HX diffuses to a certain
during the initial part of the uptake process (Figure 17, upper depth of the ice. With the plunger kept closed, a constant

panel). By fitting the equatipn for diffusion-like kin_eticiz(eq flux of XONO; is flowed through the Knudsen cell. Then,
84) to the last part of the signal, one can deterntiigb™. the plunger is opened, and the ice is probed with gaseous
To first order, the nondiffusive component is the difference XONO,. Two simultaneous heterogeneous reactions occur

between total and diffusive uptake. This approach is only o the‘ice surface. The adsorbed HX is converted Aty
an approximation, because it does not take into account thethe titration reaction (with reaction rate)

complex kinetics of simultaneous adsorption and diffusion
during the initial stage of the uptake. Complete numerical
modeling of the system yields a conceptually equal but
quantitatively slightly different result. i i
“Dope and Probe” Experiments. The methods described At the same time, the water molecules of the ice are
above analyze the uptake kinetics in the gas phase withoutconverted by the hydrolysis reaction (reaction riefe
any information about the solid phase. Evidence that HCl is . 3
indeed taken up into the bulk ice could be derived from the  XONO,(g) + H,0(s)—HOX(g) + H'NO; (g9) (88)
“dope and probe” technique as developed byckiger et
al 241,247,314 Figure 18 shows the production of gaseousi@mediately
A dope and probe experiment is performed in a Knudsen after exposure of the ice to CION(Reaction 87 is expected
cell in two subsequent steps. First, in the dope period, theto happen on the surface itself because XQMAD not easily

XONO,(g) + X" (s) = Xx(9) + NO; (s)  (87)
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_ temperature. This situation occurs if the Knudsen cell walls
I s | are large compared to the substrate surface. If this is not the
- case, semiempirical expressidfisnay be used, as has been
E - done by Hanson and Mauersberg®r.

22X B
=
g g 5.2. Flow Tube Equations
3 L
g In flow-tube experiments, a trace gas in a carrier gas is
o a passed through a tube, which is typically coated with ice,
s M onto which the trace gas is taken up. The trace gas partial
K pressure is monitored at the tube exit as a function of time.

This so-called breakthrough curve is analyzed to determine

the total uptake onto the substrate or to investigate the
kinetics of the uptake process. In contrast to a Knudsen cell,
which is operated at low pressures (at least below a few
millitorr), a flow tube requires a carrier gas for operation.
Thus, when the transport in a flow tube is modeled, several
processes must be considered: advection and diffusion in
the gas phase and the uptake onto the surface and possibly
into the bulk of the condensed matter. Furthermore, for
laminar flow conditions, a velocity profile in the flow tube
evolves. If the gas flows in the-direction, the processes in

a flow tube of radiusk can be described by this differential
equation:

time [s]

Figure 18. Production of CJ, after exposure of HCI doped ice
with CIONO,, for different time delays\t between HCI exposure
and probing with CION@ open circles, 2 min; diamonds, 5 min;
squares, 10 min; triangles, 20 min. With increasing tifte the
amount of HCI in the surface region reduces due to diffusion into
the depth of the ice. Dotted line: crossing point of the four traces.
(Reprinted with permission from ref 241 (Figure 9). Copyright 2000
American Chemical Society.)

dissolve into the ice. Once the main Burst is gone, because
there is no or little HX available for reaction with XONO
the hydrolysis reaction starts. Both evaporation of the ice
(no water is fed into the Knudsen cell) and hydrolysis an(x,r,t) ) (1
e S L1 T

r2\ an(x,r,t)
vaporize the ice, and HX, which diffused into the ice between | T

the dope and the ‘probe’ periods is brought to the surface ZRZ 0 5
where it is converted to X(reaction 88). Thus, the 2burst 9,19 9
can be interpreted as a direct measurement of the HX Dg(ar + ror + & near.) + Sxr.t) (89)

concentration profile in the ice and thus allows one to

estimate the diffusion depth of HX into ice. Here v is the mean (plug flow) gas velocity is the gas-

b phase diffusion constant, arg{x,r,t) is a term describing
In a pulsed valve experiment, the ice is exposed to one shorlgjn,q and sources at the flow tube wall and of possible gas-
gas pulse, and the kinetics of the response allows one t0pp 456 reactions. Unfortunately, this partial differential equa-
infer information about the adsorption kinetics and the mass 45 can only be solved analytically for special cases, such
accomm_qdatlon process _(eq 75). . as steady-state conditions and simplified assumptions for the
Repetitive pulse experiments (RPE) are an extension of gy .o and sink terms.
th_|s methqd. Here, th? ice is exposed to a series of gas pulses Calculation of the Total Uptake. The simplest analysis
with a defined repetition frequency. By mass balancing, the is to calculate the total uptake onto a surface by numerical

total HCI loss onto the ice between two pulses can be integration of the measured breakthrough curve. For a flow
calculated from the time-dependent signals. Because the 9 9 '

surface is brought into a steady state by continually repeatedt“P€ With crgss SSCUO'AF' flow velocity v, and particle
gas pulses, the ice surface itself must be saturated, and théienSItyn at the tube exit,

authors concluded that there is a continuous diffusive loss o

into the ice. By estimating the diffusion depth using dope N = Agnv
and probe experiments, one can determine the diffusion

(90)

constant.
Correction of Measured Partial Pressures due to
Temperature Differences in the Cell. If the pressure

molecules leave the flow tube. If the entrance concentration
is no molecules m3, the total loss onto the substrate can be
calculated by numerical integration of the breakthrough curve

measurement and the substrate are made at different temn(t)
peratures in the same system, the measured pressure needs

to be corrected. This can be seen readily from the ideal gas
law, when it is assumed that the gas phase is at temperature

T. and the substrate is at temperatiige With the Hertz-
Knudsen equation (cf. eq 47), we find for the flux balance
at the surfacgne: = apd/(2mks T2 — ap/(2mksTs)Y2 In
thermodynamic equilibrium, when there is no net growth or
evaporation of the sample, we hgwg= 0 and consequently
pP(Te) = (TJ/Ts)pu(Ts). The pressure in the warmer Knudsen
cell is higher than the ice vapor pressure. For a wall
temperature off; = 300 K and a substrate temperature of

Niosd®) = Acvr [ [, — n(D)] dit (91)

When this equation is used, criteria to determine the end of
the uptake process must be invoked. Because breakthrough
curves for acidic gases can show a very long tailing, the
end of the uptake process may be ill defirfééf?2For
discussion, see section 8.4.4.

The Quasi-Stationary Approximation. The breakthrough
curve in uptake experiments is time-dependent. If the

Ts =200 K, this leads to a 22% effect. However, this simple temporal development of the breakthrough curve is slow,
treatment is only justified if the gas temperature dominates the quasi-stationary approximation can be made in a similar
the flux onto the ice without changing the average gas way as we have explained for the treatment in a Knudsen
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cell (see section 5.1 and ref 316). Then eq 89 reads

)
0=21— 2} an(xr.b) N vt
- R2 X Note that this solution can also be found from eq 97 by

n(x,t) = n, exr{— (200)

R 19 P calculating the limit forD — 037 When diffusion in the
Dg(—+——+7x)n(x,r,t) + S(x,r.t) (92) flow direction in the flow tube (eq 100) is ignored, the
o rar solution is

For further analysis of this equation, we distinguish between XAD
fast and slow diffusion. n(x,t) =g ex;:(— ;\_/Zy(t)) (101)
Case I: Fast Diffusion.If the gas-phase diffusion is fast
enough that it does not limit the transport toward the tube wherey(t) is the experimentally observed uptake coefficient.
walls, we can introduce two simplifications. First, we ignore When uptake processes of trace gases on ice are investigated,
the velocity profile in the gas phase. Second, the diffusion several processes, such as surface adsorption or diffusion
perpendicular to the flow direction is ignored. into the ice bulk or grain boundaries, may occur simulta-
Often the sink term3(x,r,t), is simply proportional to the  neously. The uptake coefficient for this coupled system may
concentration in the gas phase. A simple example is a first- be approximated by (cf. eq 70)

order gas-phase reactid®X,t) = — kin(x)) or the irreversible

loss of molecules onto the flow tube wall with the net flux _ 1 —it

jnet = yngl/(v4) (see, for example, eq 43). We calculate the v = 1 7 [mt toce (102)
change in concentration in an infinitesimal element of length 2N D

dx, with surface area Al and volume & and find for the a(l—e”) d

sink termS(x,r,t) = jne(X,t) dA/dV. Using the definition ) ) N ) )
If quasi-stationary conditions hold, this expression may be

V., 4 introduced into eq 101 to calculate the signal at the exit of
(t) = N (93) the flow tube. Simple expressions for the flow tube equations
y(t) =S ;
can be found for certain limits. For example, asymptotically
we can write for the sink term we find for t — oo the diffusive limit for the flow tube
equation
n(xt)
X!r!t =~ 94
S0 =" ©4) n x AHgvD
n— =eXmyg— - \—/ (103)
Here we define the timesuch that the uptake process starts 0 vV Jnt

att = 0; then the use dfin eqs 92 and 94 are equal. With
use of this expression f@(x,t), eq 92 reduces to the ordinary
differential equation

We note that this equation could also directly be derived by
using the uptake coefficient for a mere diffusive process (eq
66). This equation has been used to determine the product
HgD'? for the dissolution of HCI in cold sulfuric acid

2
0=o an(x,t) +D an(x,t) + n(x,t) (95) solutions8
X o o 7(t) Another extreme case occurs in the limit- 0. Now, eq
) ) o 101 reads
which can be solved readily. The general solution is

n(t
n(xt) = Aexp@©,x) + B exp@,x) (96) # = exr{— l;eac) (104)

o

with the time constants o . . . . o
Similarly, in the intermediate regime, when the condition

v v \2 1 ((1 — exp(A) (Lo + (2)/(4Hg)V /D)1 < o exp(—At)
2D (5) D (0 (97) holds (see section 2.3.6), we find adsorption Kkinetics
9 9 9 dominant, and the flow tube equation reads

‘51,2 =

Determination of the parametefsandB in eq 96 requires

two boundary conditions. For a concentration@f=0) = n() _ exp(—ac)—(é e‘“) (105)
no and vanishing concentration at infinity, the general solution Ny vV
is

(This equation could also directly be derived from the
n(x) = ny exp6,X) (98) expression for the uptake coefficient(t) = a. exp(At),
with 4 = pgkad (K Tsiteg + Kg andkag = oc/4 as formulated
The diffusion in the flow direction can be ignored if the in eq 56). It is noteworthy that under some conditions this

condition equation may violate the condition of quasi-stationarity,
) especially during the initial fast period of the uptake process.
n(x,t) an(x,t) In It is important to note that such equations need to be used
—t——> (99) . . P
7(t) aX 9 9% with care. At present, the experimentally observed tailing in

breakthrough curves was found to followt¥ law (see
holds. Then, for the boundary conditimix=0,t) = no, eq section 8.4.4), as formulated in eq 103. However, because
95 reduces to a first-order ordinary differential equation with the reservoir for diffusion is not yet established experimen-
the solution tally, the physical meaning of the quantityD*?is not clear.
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Table 1. Different Methods To Model Wall Reactions and Gas Phase Diffusion in Flow Tube Experimerts

diffusion chemical reaction boundary condition at
author radial (gas phase) gas-solid interface
Gormely and Kennedy X ng(x,r=R) =0
(GK)319 ng(x=0,) = no
Cooney et al. X —Dg an(X,r)/ox|r=r = kin(X,R) — kanz
(CKD)324 with k, = constant
n(x=0,) = no
Ogren?” Brown??8 X first order —Dg In(x,r)/9X|=r = —kn(x,r=R)
n(x=0,) = no
Zvara’?3 X Monte Carlo model
Behr et al'%® numerical simulation

Langmuir kinetics

a Columns indicate physical processes included in the model and boundary conditions attbeligaaterfaceDg, gas-phase diffusiorR, tube
radius;no, concentration at tube entrig, ke, k, first order rate constants at tube wad);coordinate in flow direction.

Pressure-Dependent Uptake Coefficientd-urther com- The equations presented here are useful if gas-phase
plications arise if the uptake process is pressure-dependentdiffusion does not pose a significant resistance for the
as it is for a dissociating gas. Here the uptake coefficient is transport toward the tube wall. The equations may also be

of use in a packed ice column, where the gas passes through
kBTKHg 172 D a porous material, leading to immediate contact of the trace
5 \/% (106) gas with the ice substrate. In a similar way, more sophisti-

cated equations have been developed to describe the diffusion
The proportionalityy 0 p~*2 holds for dissociating gas. As

into the ice spheres of a packed ice Hédnd for more
i 1

we have discussed above, values betwdgmand %3 may general geometrieS:

occur for the uptake coefficient for diffusive uptake onto

Case IlI: Transport Limitations by Gas-Phase Diffu-
ice. Thus, we solve the continuity equation, eq 95, for the sion. With rising flow tube pressure and uptake coefficient,
flow tube, ignoring the term for gas-phase diffusion (i.e.,

the influence of gas-phase diffusion on the measurement
for Dy = 0). Using the abbreviation increases. Several approaches have been_made to sol\_/e the
guasi-stationary transport eq 95 by numerical or analytical
vV methods¥'*-328 To solve the diffusion equation, the Fourier
Ve st . . .
e=— (107) transform technique is used to convert the problem into an
A KHgD eigenvector problem, which allows one to write the solutions
as a series of the form

mm=#

the continuity equation reads

dn, n* nrY) =3 Ag(r) e (111)
O=v—-+e (108) i=
dx n
. . o whereA; andg;(r) are determined by the boundary conditions
This equation can be readily integrated of the problem. The analytical solutions available in the
) literature differ due to different choices of the boundary
n(x) = (nV(O) _ EX)” (109) conditions (see Table 1). _

€ The possible first solution was derived by Gormley and

) o ) ) Kennedy3'®who solved eq 92 for very fast uptake processes
Using the definition ok andv = */> and converting to units  onto the tube walls by assuming that the gas-phase concen-
of pressure, we find tration at the tube wall vanishes. Parameters for use in eq

5 111 are given. A more sophisticated solution with a surface
LA kBTKHg D resistance boundary condition (cf. eq 47) was derived by
P(X) = Po| 1 — = A / — (110) Cooney et af?4in cylindrical and planar geometry. Their
v Ve Po it general solution includes a complex, but straightforward set
) _ . of equations and parameters for special cases. While origi-
Note that this equation depends solely on the effective najly derived to describe transport processes in blood dialysis,
Henry’s Law constant at partial pressysgat the entrance  he approach has been used to model the uptake of trace
of the flow tube. Thus, it can be used to determine the gases as weiR?
quantity ksTKHYpo. It is noteworthy that this equation Solutions treating a first-order reaction in the gas phase
shows a distinctly different behavior than the flow tube and on the tube wall but without a resistor boundary
equation for the nondissociating case. In the case of acondition have been developed by several autfdré28 To
nondissociating gas, there will always be some signal ease the evaluation of the series expansions, B¥wn
immediately after the experiment starts (cf. eq 103) unless published a widely used Fortran program for analysis of
the gas adsorbs on the surface as well. In contrast, if the gasuptake processes in flow tubes.
dissociates, there will be no signal at the end of the flow A very different approach, using Monte Carlo simulations
tube fort < (LA/(ch))Z(KHSD/(noﬂ)). This is because the to simulate the transport processes in a laminar flow tube,
solubility is very high for low partial pressures. Thus, the has been taken by Zw@®*® He noted that an adsorbed
flow tube is a total sink for the trace gas during the initial molecule, once desorbing from the tube wall, is very likely
period of the uptake experiment. to diffuse back to the tube wall in a very short time and
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very close to the location of desorption, where it adsorbs methods due to the high vapor pressure of ice. For example,
again. On the basis of analytical solutions for the transport the absorption of IR light in water vapor may severely affect
in laminar flow tubes (e.g., eq 111) and linear gas chroma- the interpretation of solid-phase ice spectra at higher tem-
tography, he derived a probability distribution for the distance peratures.
a molecule is transported between two different adsorption  Before presenting the results, we recall the importance of
events. This probability distribution together with the the phase diagram when interpreting uptake experiments.
residence time of a single adsorption encounter is then usedrrom the HCI phase diagram (Figure 5), it is clear that ice
to simulate the distribution and residence time of a molecule s stable only for finite HCI partial pressures. The lower the
in a flow reactor. temperatures, the lower are the HCI partial pressures needed
A big uncertainty when the influence of the gas-phase to form hydrates. With use of an extrapolation as given by
diffusion is estimated is associated with the diffusion Wooldridge!’® HCI hydrates may be stable at HCI pressures
constants. For an experiment, the diffusion constant of the as low as 108 Torr (150 K) or 10° Torr (140 K). A similar
trace gas in the carrier gas used needs to be estimated. Sucpicture evolves for HBr and HN{
binary diffusion constants can be calculated using ideal or  Although hydrate formation is not the predominant topic
nonideal gas theory or using models based on experimentalf this review, we discuss the main results including hydrate
data (see, for example, refs 72, 256, 257, and 260 andformation at low temperatures, because this gives insight into
citations therein). The gas-phase diffusion constants of acidicthe nature of the acidic trace gaise interaction. We focus
gases, which genuinely stick to walls in reaction vessels, areon HCI; a similar picture is expected for other strong acids.
difficult to measure. It is_noteworthy thataflow tube reactor _Interactions at Cryogenic Temperatures, 26-140 K.
can be used to determine gas-phase diffusion constants ifrpe jnteraction of adsorbates with small ice nanocrystals of
the transport to the wall is completely limited by gas-phase 1550 nm diameter has been investigated by several authors

diffusion (see, for example, ref 330). using FTIR spectroscopy (for example, see refs 285, 331,
] ] 338, and 346:353), based on a method developed by Fleyfel

6. Evidence for the Existence of lons upon Trace and Devlin3®*

Gas Uptake on Ice Using small nanocrystals is advantageous because they

have relatively more molecules on the surface compared to
larger crystals, which enhances the sensitivity of the IR
spectra to surface effects. Because nanocrystals consist of
only several hundred molecules, numerically expensive
simulation methods can be used for complete modeling and
bound in the ice lattice; thus it is not as easily available for COMParison with experimental data as has been extensively
done by the groups of Buch and Devlin. Furthermore, it is

the dissociation reaction as it is in liquid water. Consequently, noteworthy that methods have been develoned to interpret
it is not necessarily clear whether ions will form when acidic y P P
the spectra in terms of surface, subsurface, and bulk

gases interact with ice. This topic has been studied using aproperties3.55

variety of experimental and theoretical methods during the ) .
y P g This research led to general conclusions about adserbate

last 25 years. The current state of knowledge is reviewed in, '’ . S
this section. ice interactions. One can distinguish between weak (eg., H

N, CO, CR), intermediate (e.g., SOHCN, H,S), and strong
adsorbates (e.g., HCI, HBr, HND by considering the
adsorption energie$5-34°Weak adsorbates will not be able
Earliest experimental indication of the dissociation of HCI to shift the positions of the water molecules on the ice surface
in ice can be taken from liquid-ice partition coefficient but rather adapt to the ice surface structure. For intermediate
measurement$! which showedp'® dependence for the adsorbates, the binding energy is comparable to the weakest
Henry’s Law constant (cf. eq 16). The measurements of the H-bonds, which can be broken by the adsorbing molecules.
solubility of HCl and HNQ in ice single crystals by Thibert ~ Strong adsorbates with binding energies on the order of the
and F. Doming3®"* who found a solubilityH 00 p*273 for water—water binding energy will reorder the surface and
HCI andH O p'?3 for HNO; for temperatures above35 possibly form hydrates.
°C, indicate at least a partial dissociation of the dissolving  From a variety of experimental studies on ice, the principal
gas in ice. Furthermore, in HCI uptake experiments at 200 behavior of the HCFice interaction at cryogenic tempera-
K on vapor deposited ice, the relatiéfyD? 00 p*/2 could tures as function of temperature and amount of HCI exposure
be showrp42%0 can be summarized. In short, the amount of ionization
The pressure dependence of uptake experiments offers onlyincreases with rising temperature and rising amount of HCI.
indirect evidence for the ion formation. Thus, diverse Atatemperature around 20 K and a surface coverage around
applications of infrared spectroscopy have been employed20%, the HCl is mainly adsorbed as a molecular spe€fes.
since the early 1990s (for example, see refs 40, 243, 244,The existence of molecular adsorption at low temperatures
284, 286, 313, and 331341) to investigate ions on the ice  has also been confirmed by X-ray absorption spectros#épy.
surface directly. Recently, also other techniques such asBoth reactive ion scatteridtf3*4 and FTIR spectroscopy
reactive ion scattering (RIS 345 or the synchrotron based combined with theoretical stud®3showed increasing ion
photo-stimulated desorption near-edge X-ray absorption fine formation when the temperature rose from 20 to 140 K. The
structure spectroscopy (PSD-NEXAFSF3have beenused RIS study suggests that for temperatures below 80 K
to verify the existence of ions on HCl-exposed ice. molecular adsorption dominates, while the amount of ionic
Most of these studies have been performed at cryogenicspecies increases until a temperature of 140 K is reatfied.
temperatures between 20 and 140 K. Higher temperaturesFurthermore, at the threshold temperature of about%
are often hard to access experimentally by spectroscopicK, the ion formation (i.e., of the Eigen and Zundel cations,

According to the mechanism originally suggested by Eigen
and Kustin'®3 an acidic gas HX dissociates when dissolved
in water. Here, the acid HX acts as proton donor when
reacting with the readily available water, HXH,O — H;O
+ X~ (cf. eq 12). In ice, the water molecule is chemically

6.1. Experimental Evidence for lon Formation
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Hs;O" and HOs") is strongly enhanced, and an ion-burst the ion but rather to increasing experimental difficulties, such
occurs?*? as rising light scattering from the film during the course of
These results are corroborated by the use of surface-the uptake experiment. The authors suspected that the ice
sensitive PSD-NEXAFS measurements. Here, theGH  film might have become rougher with time.
bond was observed. At a temperature of 150 K, this bond is Hudson et af*® investigated the HN@uptake on ice at
only visible for pure HCI but not for HCI adsorbed on ice, temperatures between 209 and 214 K and observed the NO
which directly evidences the dissociation of the HCI mol- ion using FTIR-RAS. The ion could be clearly shown on
ecule3’? Very recently, using NEXAFS, it could be shown ice exposed to HN@partial pressure high enough to form
that HCI dissociates on the surface and in the bulk of films NAT. However, for pressures low enough to ensure the
of about 100 monolayer thickness for a coverage larger thanthermodynamic stability of ice, the ion could not be observed
1 monolayer of HCI and for temperatures above 9&K. in the IR spectrum. The authors argued that nosNG

The amount of HCI on the surface is important for the €xpected due to the low total coverage. .
nature of the interaction. The “ionization burst’ at a It may be generally expected that acidic gases will
temperature around 90 K occurs for an HCI coverage higher dissociate upon uptake onto the ice surface or in a solid
than 20% and may manifest the formation of a surface solution. However, at present, there is no direct experimental
phase®? In contrast, at lower coverage, the degree of evidence forion formation in the solid solution regime. Some
ionization increases smoothly. Similarly, when the adsorption €xperiments have been perforrfiedn ice condensing with
of NH3 on ice at 110 K was studied, it was found that an acidic trace gas present in the gas phase, which results in
ammonia attaches to the dangling H-bonds. At a higher the formation of a solid phase, which is too highly doped
coverage, it will cleave the #-+-H,0 bonds and will be by the trace gas to be thermodynamically stable ice but too
located in the surface but not on top of it. low in bulk concentration to form a hydrate. However, under

Also, other studies on the acidce interaction provide _such conditions p055|bl_ya phase separation in the overdoped
direct and indirect evidence of ion formation at low tem- [C& may occur and a mixture of doped ice and hydrates may
peratures. For example, using sputtering with &ans and ~ form. While there is evidence that ions form under such
SIMS (secondary ion ‘mass spectroscopy), Donsig and conditions, again no inference can be made for ice in the
Vickermanr®6 could show that the number of;8" ions in solid solution regime. _ _ o
the sputtered clusters increases after HCI exposure. The There is also experimental information on the dissociation
authors inferred that there is an ionic film on top of the ice Of nonacidic gases after their uptake on ice. For example,
surface, which extends to at least 10 monolayers into the the uptake of CION@on ice has been observed using FTIR
ice for a temperature of 150 K, while the ions are confined SPectroscopy at a temperature of 186°K3*°It has been
to the surface at 135 and 95 K. It could also be shown that argued that CION® will form the intermediate ion
the dissociative electron attachment to HCI is greatly [H20CI -;}OONO?]. However, this suggestion has been
enhanced when HCl is adsorbed to the ice surface, compared'iticized*® and it has been argued that the spectra do not
to gaseous HCI. This result supports the dissociation of Show a Cf ion but rather molecular HNO .
HCJ.357 In summary, there is compelling experimental evidence

Very recently, Devlin et al53investigated the mechanism  that an acidic gas (HX) forms ions (such as, K", Hi0",
of the HCI dissociation using infrared transmission spec- H20s") when interacting with ice. However, the experimental
troscopy at temperatures below 100 K. A three stage proces<Vidence is restricted to thermodynamic situations where
was found. First. the HCl molecule attaches to an OH €ither hydrates are stable or a liquid solution forms. The lack
dangling bond fo’rming CHH:--O. Then. the Cl atom forms _ ©f direct evidence of ion formation in the solid solution
O—H---Cl with another dangling bond. In this state, the HCI regime Is possmly.d_ue to th(.a.extreme challenge of such
molecule is not yet dissociated but stretched to the verge of€XPeriments or the finite sensitivity of spectroscopic methods,
dissociation. The dissociation occurs only after a third bond Pecause the solubility of acidic gases in the ice matrix is

attaches at the Cl atom. After dissociation, the proton can Ve low (the mixing ratio of HCI dissolved in solid ice is
diffuse away. The proton forms both the Eigen cafiéhn well below 0.1%, eq 112). Furthermore, the absolute number
H.O*, and thé Zundel ion, KD, 358:35%0n the ice surfacej of molecules on the surface itself is low and may be on the

This mechanism was confirmed by both Monte Carlo order of a few monolayers or much less, as recent studies
. . . .. 1 i 21,214,217

simulations of HCI uptake onto a flat ice surface and ab initio 'ndicate: _ _ _

simulations of the dissolution of HCI in water clusters. It should also be noted that the interpretation of bulk ice

Results at Stratospheric Temperatures.The evidence spectroscopy might be hampered by the polycrystallinity of

presented so far was made on ice at very low temperatures.the ice, because ions have been found in the triple junctions

Under such conditions, given the amounts of HCl exposure, of polycrystalline icé®! Thus ions observed in bulk measure-

hydrate formation is highly probable. Unfortunately, experi- ments might be due to liquids in confined aqueous reservoirs

ments at higher temperatures in the ice stability domain are and not necessarily associated with their presence as solutes

hampered by the high ice vapor pressure and by detection” solid ice.
limits as discussed in this section. 6.2 Th tical Evid for lon E i
For example, Barone et #.investigated the uptake of -2 Iheoretical Evidence for fon Formation

HCI, HBr, and HI on ice using a Knudsen cell. Using Fourier ~ The theoretical methods used to simulate the trace-gas
transform infrared reflection absorption spectroscopy (FTIR ice interaction have been reviewed by Girardet and To#bin.
RAS), they monitored the 4D ion. At a low temperature, A variety of studies specifically treated the interaction of
around 110 K, the D" ion formed with increasing uptake acidic gases with ice. The interaction of acidic gas molecules
of acidic trace gas. However, for measurements at higherwith small cluster®2362372 and flat ice surfaces or inside
temperature (202 K) in the ice stability region, ngQd ion the ice structur&537338 and in watet®” have been studied
could be observed. This was not attributed to the absence ofusing classical and quantum mechanical molecular dynamics
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methods, ab initio methods, and density functional calcula- o s e 10 20
tions. One of the earliest molecular dynamics simulations ¢

investigated the physisorption of HCI and HOCI on {ée.
Short residence times for the physisorption processes were
found. Furthermore, it was concluded that the adsorption of
HCI cannot be explained by assuming the physisorption
alone. On the basis of molecular dynamics simulations,
Gertner and Hyné&3"suggested that HCl is taken up onto
the ice surface in two different ways: about 40% is weakly
adsorbed onto the ice surface, while about 60% is incorpo-
rated into the lattice, where the HCI molecule replaces an
O—H unit in the ice lattice and acts as proton donor. Bianco
et al¥"8 extended the work of Gertner and HyA&dy using

a quantum rather than a classical treatment and concluded
that HCI can only act as proton donor when built into the
ice bilayer. Further studies found that the HCI molecule Distance from the surface, x (um)

dissolves readily in ice clusters and dissociates without or Figure 19. HCI concentration profile in ice single crystals as
with very low energy barrig#é?-367.381,383,385 derived by Dominest al2* using the sectioning method. (Reprinted

The attachment of the HCI molecules to several dangling "‘f}th .pel""is.SiO” from ref 291. Copyright 1994 American Geo-
bonds on the ice surface and the start of the dissociation®”>'¢® Union.)
when the third bond is formed as observed by DéWihave o .
been been confirmed in theoretical studi®s®:3830n ice 7.1. Solubility of HCl and HNO 3 in Single Crystals
clusters with the size of a few hundred water molecules, the We have described the principle of Domimsectioning
formation of the Eigetf® and the Zundé?® cations (HO™ method in section 4.2. In a series of publications, Domine
and HO", respectively) could be shown for temperatures and co-workers describe measurements of the solubility and
above 90 K*2 Furthermore, theoretical evidence has been diffusivity of HCl and HNG; in ice at temperatures above
found for the existence of thes@"Br---OH™ ion.3%* —35°C.73742%1Based on these data, thermodynamic concepts
In summary, a variety of theoretical studies suggest that have been used to estimate the solubility of HCl and HNO
HCI readily dissociates in a barrierless process when ad-in ice at temperatures as low a®0 °C. However, after an

sorbing on the ice surface or into water clusters of appropriate independent repetition of the work by Sommerfeld et#l.,
size. a controversy about the method arose, shedding some light

on potential experimental pitfalls when uptake experiments
on ice are performed.
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7. Data 1: Solubility and Diffusion
Trace gases can form a solid solution with ice. The 7.1.1. Determination of the Diffusivity and Solubility

dissolved molecule might be stored in interstitial sites, Figure 19 shows HCI concentration profiles in the upper
defects, or vacancies or in the ice lattice itself. For example, millimeter of an ice single crystal for different temperatures
for acids with small molecules, such as HF, it has been and HCI partial pressures. To analyze these concentration
suggested that HF dissociates and that théoR replaces profiles, Thibert, Domihgand co-worker$:"* used eq 65.
an O-atom in the ice lattic¥® Similar arguments have been They pointed out that the measured concentration profiles
made for HCY® (see also section 6.2). In contrast, for could not be fitted perfectly using eq 65, because the
substances such as KOH, a+on is possibly located in  concentrations in the depth of the ice were too high. Thibert
the inner part of the hexagonal ring in the ice lattie€The and Domirleargued that there are two different diffusive
physical mechanism of the diffusion is not the subject of processes in the ice: a slow diffusion through the single-
this review and has been reviewed comprehensively else-crystal matrix and a fast diffusion along defects. Grain
where!54:165388 boundaries could be excluded, because single crystals had
In many experiments, polycrystalline ice is used. Here been used. Microcracks were excluded by annealing experi-
impurities may be stored in other reservoirs than the ice ments. Domineet al. suspected that the HCI might diffuse
matrix. Most notably, there are grain boundaries and triple @long imperfections in the crystal lattice structure, such as
junctions, where impurities have been found experimen- small angle boundaries.
tally.%1181Grain boundaries are less ordered in comparison .
to the crystal lattice; thus diffusion is expected to be faster 7.1.2. Main Results for HCI and HNO;
than in the crystal lattice. Such reservoirs and other lattice  Solubility. From the measured diffusion profiles, Thibert
imperfections may serve as shortcuts for the diffugion. and Domirié®"4 present parametrizations for the solubility
However, currently there is no knowledge about the relative of HNO; and HCI in ice single crystals as functions of
importance of the transport velocity and solubility in such temperature and partial pressure. The mixing ratio of HCI
reservoirs, which renders the assessment of the relativeand HNG; can be parametrized as
importance of the different processes difficult.
The measured diffusion constants for impurities in ice Xy = 6.13x 10 % exp(2806.5Np >  (112)
show large scatter and seem to lack consistency. For example,
for the HCl diffusion in ice, the measured diffusion constants 5,4
range from values as low as>6 10 °to ~10°m? s™* at
temperatures around 190 K. In section 7.2.1, we will try to _ —12 123
partially resolve the reason for this scatter. Xino, = 2.37x 10~ exp(3523.2Np (113)
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respectively (acid partial pressure in Pa, temperature in K). 108
The solubility of both trace gases are marked as isosolubility
lines in the phase diagrams for the H@te and the HN@- 10"
ice systems (Figures 5 and 6). In general, HCI is more than I
1 order of magnitude more soluble than HNO _ 10"
Pressure Dependencdnterestingly, for both gases, the :w e
exponeniu for the pressure dependencél p* is between E, 10
the value for a dissociating specigs= /;) and the one for ) 16
dissolution with defect formation«(= Y/s), see section 2.1.1. 10
As discussed above, a variety of studies strongly indicate s P
that HCl and HNQdissociate when taken up into ice. Thibert 107" e
and F. Dominé& argued that the observed exponent may 1020 B . .
indicate that the acid is incorporated into interstitial positions 150 200 250
in the ice lattice. T [K]

Partition Coefficient Measurements. The partitioning

between ice and the liquid phase is described by the partitiontigure 20. Diffusion constants for HCl in ice: I, likely affected
by melting of ice (i.e.D is rather a measure of melting and

F:oe'fflme.nt., which IS the ratio of the '”.‘p“”ty concentrauon diffusion); Il, likely affected by hydrate formation (i.® is rather
in ice divided by its concentration in the solution. The g measure of hydrate growth and migration); Ill, diffusion of HCI
partition coefficient is measured by slow freezing of an in solid solution (dotted area, estimated valuesdr solid dots,
aqueous solution and subsequent chemical analysis of theKrishnan and Salomo#t? cross, Barnaal and Slootfeldt-Ellings&#;
ice and the remaining aqueous solution. Partition coefficients asterisks, Domihet al.?! hatched area, Thibert and Dorhjffe

have been measured in several studi&g3°16” Typically, ?Olid érigngle, Wolff et al? So'jjd rectgnglg,bFlT:&i_nger et afe.24
Y : TR c and b, experiments on condensed and bulk ice; sc, experiments
the Splublllty of impurities in Ice IS several orders. .Of on single crystals); open circle with error bar, Huthwelker etl.;
magnitude lower than the one in water, and partition gnen square, Krieger et &4 open triangles, Livingstone et
coefficients may range from 1®to 1077. The partition al.3943954853rrow, Livingstone et aB% the arrow points toward
coefficient data for impurities of interest in the atmosphere higher amounts of Na in the ice; open circle without error bar,
have been reviewed by Elliot et & Koehler et al332vertical cross (at 150 K), Horn and Sufi§2 open
diamond, Molina et al?® for description, see text.

7.2. Data for Diffusion Constants

721 HCl should be pointed out that this diffusion constant does not
o reflect the diffusion into the ice lattice, but rather the speed
Available Data. Data available on diffusion constants in  of melting due to the presence of large amounts of HCI.
ice show a large scatter as illustrated in Figure 20 (see also On the basis of the finding that acids can accumulate in

Table 2). The first study on the diffusion of HCl in ice was the triple junctions of polycrystalline polar ié&Wolff et
performed by Krishnan and Salom&#, who used the  al0investigated artificially produced HCI doped ice using
sectioning technique (see section 4.2; filled dots in Figure scanning electron microscopy with X-ray microanalysis. In
20). A mixing ratio on the order of (31.5) x 1077, fairly the experiments, an aqueous HCI solutisfd(1 M solution)
below the HCI solubility in ice single crystaldwas found.  was frozen at liquid nitrogen temperatures and annealed for
Based on these very low amounts of HCI, the validity of 24 h at 253 K. The surface was cleaned using a microtome,
these data has been questioned by Dénenal.?** who then cooled to 160 K and investigated. HCI was found in
suspected that the HCI might have diffused between the icethe triple junctions 1 um diameter) of the ice. The sample
and the adjacent plexiglass tube and suggested that thevas warmed to 185 K for a defined period of time and cooled
measured value does not represent the diffusion of HCI in again. Now, HCI was found again in the triple junction but
ice but rather a surface diffusion constant. also in the adjacent ice grain. From these measurements, an
In 1983, Barnaal and Slotfeldt-Ellingstf used pulsed  upper limit for the diffusion constant d = 10 m? s*
nuclear magnetic resonance to study the diffusion constantat 185 K was derived. Based on the 24 h storage time at
of several trace species in ice (cross in Figure 20). The ice 253 K, an even lower limit of 10/ m? s~ was estimated.
preparation was similar to the method used by Krishnan andWolff et al.° pointed out that their study investigated the
Salomor?® A cap of doped ice was frozen onto an ice single diffusion of HCI into the ice grain itself, because they were
crystal. The samples were stored for up to 4 years to allow capable of distinguishing between uptake into the grain
diffusion. A change of the NMR signal (the relaxation time, boundaries and the grain itself.
T:) was used to determine the dopant concentration profile |t is interesting to investigate the thermodynamic condi-
in the ice. From this profile, the diffusion constant was tions of this diffusion experiment. When an aqueous HCI
derived. solution is frozen at liquid nitrogen temperatures, hydrates
The first measurement of HCI diffusion with HCI taken may form in the ice. However, during the annealing at
from the gas phase at a low temperature of 185 K was madetemperatures aroune25 °C, no hydrates are stable. The
by Molina et al?3? by exposing ice to a MHCI mixture and HCl is expected to be expelled from the ice; thus ice and an
monitoring the HCI content in the solid phase using optical aqueous HCI solution are the only stable phases. The
spectroscopy. The HCI partial pressure ranged between 0.0lobserved HCI concentrations 8 M in the triple junctions
and 1 Torr. The diffusion into the ice was studied in the are close to the ones in a eutectic solufinDue to the
thermodynamic regime where ice melts (cf. Figure 5). The curvature in the triple junctions, the chemical potential of
high diffusion of 10° m? s, which is typical for the the HCl is slightly reduced, that is, below the one in a eutectic
diffusion in liquids, suggested that the HCI would diffuse solution. Thus, the ice is close to but not at melting
extremely rapidly into the ice under melting conditions. It conditions. Thibert and Domirie have shown that the
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Table 2. Measurements of HCI Diffusion in Ice by Various Authors

author Xuct (x1075) T (K) p (Torr) D (m?s™) comment
Aguzzi et al’®® 140 (5.7 0.6) x 10°1° b, DP
190 (3.0£0.7) x 10718 sc, DP
190 (2.3+ 0.4) x 10777 c, DP
190 (4.8+0.6) x 1077 b, DP
200 (4.3-8.8)x 10718 sc, DP
200 (1.7-5) x 10719 b, DP
200 (2+£0.6) x 10°%7 c,DP
Barnaal et af®’ 258 4x 10713 NMR, sc
Domineet al?°* (0.2-5) 258-268 (2.6-38) x 10716 sc, SEC
Fluckigers24 190-200 8x 10715 sc, DP
190-200 3.9x 1074 c,DP
190-200 1.2x 10788 b, DP
Horn and Sully®? 150 ~10715 vp, FTIR
Huthwelker et aP%® 203 10 (1-4) x 107V RBS
Koehler et aF®? 158 8x 1077 2 x 10716 FTIR
Krieger et ak% 2 x 10742 5x 10%t0 3 x 10715 RBS evaporating ice
Krishnan and Salomdff ~(1-5) x 1077 269 1.6 ¢0.4)x 1071 s¢
262 4.9 0.4)x 1012
255 2.2 & 0.06)x 10712
Livingston et af4.395:465 ~0.3Fto 1073¢ 190 48 15)x 10 LDR, sandwich
Molina et al?3? 185 0.0+-0.1 10°
Thibert and Domin& 238-265 1016to 10715 sc, SEC
Wolff et al.1° 185 1018
253 107

aBulk concentration® In center of sandwick. In ice. 9 sc, single crystals; ¢, vapor deposited ice; b, bulk ice frozen from water; SEC, sectioning
method; DP, dope and probe technique; RBS, Rutherford backscattering; for description of studies $&ehtexbeen criticized that diffusion
occurs along the iceplastic boundary.

partition coefficient rises when the ice melting point is example, a HCtwater mixture or vapor deposited Na) is
approached, and it might be speculated that also the HCldeposited. Finally, the sample is covered by depositing an
diffuses faster compared to the diffusion of HCI in a solid additional layer of water vapor on top. The preparation is
solution, because the crystal is on the verge of melting. = made at temperatures that are low enough to prevent diffu-
Koehler et aP32 derived the HCI diffusion from the total  sion. To study diffusion, the sample is heated to the desired
HCI uptake at 8< 107 Torr and 158 K into a film of known temperature for a defined period of time. Afterward, the
thickness. These experiments were performed in the hydratesample is cooled to stop the diffusion and to analyze it using
existence region and thus do not represent the diffusion of LDR. For HCI, the authors confirmed the diffusive kinetics
HCI into a solid solution. by variation of the diffusion time and comparison of the
The most comprehensive work on the diffusion and Observed concentration profiles with theoretical mod¥s.

solubility of HCI in ice single crystals has been performed  Livingston et af® estimated that the amount of HCI
by Domineet al. (asterisks in Figure 20) and Thibert and exceeds the solubility limit of HCI in ice single crystals by
Doming32(shaded area in Figure 20). The method has beena factor of 18 and concluded that their measurements do
described in detail in sections 4.2 and 7.1. They performed not represent the diffusion of HCl in the ice crystal matrix.
experiments with uptake from the gas phase at temperaturedgecause they observed the composition of the HClI trihydrate
between 238 and 265 K and partial pressures of HCI betweenin the initial middle layer, Livingston et al. argued that they
0.2 and 7x 1073 Pa. Solubility and the diffusion constants observe the migration of the HCI hydrate in the ice.
have been determined as functions of temperature and HCl Krieger et aP® applied Rutherford backscattering to
partial pressure. Diffusion constants range from'2Go measure the diffusion constant of HCI in ice (open square
10t cn? s71. No temperature dependence was found. in Figure 20). In these experiments, a HCI doped solution
Horn and Sully®? (vertical cross in Figure 20) investigated (0.022 mol %) was frozen at liquid nitrogen temperature and
the diffusion of HCI in vapor deposited ice films at a heated to a temperature of 195 K. The sample evaporated
temperature of 150 K. They deposited ice on a polished Gewith a known evaporation speed, which allows one to
plate. HCI is brought into the gas phase, and the arrival of determine a diffusion constant of 5 1071¢ < D < 3 x
HCI at the ice/Ge interface is observed using attenuated10 > m? s%.

internal reflection infrared spectroscopy (ATRR).** By From the temperature dependence between 195 and 220
this method, a diffusion constant 6f107'°* m™ s was K, the authors derived a diffusion activation energy of 14.9
estimated. + 2.5 kcal/mol, in good consistency with the result of 15.3

A series of investigations about the diffusion of various + 1 kcal/mol from Livingston et al. This consistency
species in ice has been made by Livingston et al. usingindicates that the same diffusive process was observed in
LDR.293.3943%Hgre, the diffusion of a trace element in ice both experiments. As in the work of Livingston, HCI
is studied in sandwich experimer#f4.3%43%ice is grown at  concentrations exceeded the solubility limit in ice single
low temperatures (typically 140 K) by vapor deposition on crystals as given by Thibert and Domjrend the ice was
a Ru(001) single crystal, which has a unit cell of similar prepared at rather low temperatures (77 K by Krieger et al.
size as the one of ice. Therefore, it is assumed that a singleand between 100 and 160 K by Livingston et al.), which
crystalline ice layer forms on the surface. On top of this may have led to the formation of hydrates in the ice. Thus,
initially deposited ice film, a layer of the trace element (for in both experiments, the observed diffusion is presum-
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ably not the diffusion of HCI in a solid solution in ice but Table 3. Measurements of HBr Diffusion in Ice!

possibly the diffusive transport of hydrates, as suspected by author T(K) D (m?s?) comment
L|V|n"gst.on. . . Aguzzi et al3® 190 (1£0.2) x 10710 sc, DP
Fluckiger et al’®24lused the dope and probe technique in 190 (3.3+ 0.9) x 101 c.DP
a Knudsen cell experiment to determine the HCI diffusion 190 (5.1£1.1)x 1072 b, DP
in ice (filled rectangles in Figure 20). The authors compared 205 (3.8+0.3)x 107%® c, DP
different morphologies. Ice was condensed from the gas 205 (48+0.7)x 10 s, DP

phase or frozen from liquid water. Also, single crystalline  aFor description of studies see teksc, single crystals; c, vapor
ice was made by slowly freezing the water using a recipe deposited ice; b, bulk ice frozen from water; s, sandwich sample DP:
by Knight39 The authors found that HCI diffuses up to a 9ope and probe technique
factor of 10 slower into single crystalline ice.
The diffusion into bulk ice, which was frozen from liquid  diffusion constants may indeed represent the diffusivity into
water, was studied using RBS by HuthweRRé(open dot small micrometer-sized atmospheric ice particles.
with errorbar in Figure 20). Here ice was exposed to a HCl  However, it is unclear whether these values indeed
vapor of 10 Torr at a temperature of 200 K. A diffusion represent the bulk diffusivity of HCI in ice, because
constant similar to the one of Fkiger et al. was found. hypothesized surface melting effects may affect the transport
Data Comparison. The data for the HCI diffusion show  speed of HCl in the region close to the ice surface. At present,
wide scatter. This is impressively demonstrated for the there is no experimental knowledge about the nature of the
measurements at temperatures around 200 K. The data varyiear-surface region of ice at temperature around 200 K in
by more than a factor 20The measurements at HCl partial the presence of HCI vapors. Furthermore, no direct measure-
pressure around 0.1 Torr and higher were made under meltingments of the HCI diffusion in the bulk of single crystals are
conditiong®2 and thus showed a very fast HCI transport in available at temperatures below 243 K.
the ice. For the data in the intermediate raf§é?* no
melting occurred. However, the amount of HCI in the ice 7.2.2. HBr and HI
exceeded the HCI solubility limit in ice single crystals. Data on the diffusion of HBr and HI in ice are scarce. No
Furthermore, because the ice was grown at very low data are available for HI and SOThe only study that
temperatures, hydrates may have formed. Thus, the baserovides a direct measurement of the HBr diffusion constant
process might be the diffusion of hydrates, or the diffusion was made in a Knudsen cell using the dope and probe
of HCl in an ice/hydrate mixture but not of HCI in a solid techniquée®®® As in previous work with HCI, several types
solution in ice. The lowest diffusion constants have been of ice have been investigated: ice single crystals grown from
determined when the diffusion of gaseous HCI intgié&-2% liquid water, polycrystalline bulk ice samples, and vapor
was investigated in the ice stability regime, where neither deposited ice. Similar to the work on HCI, the diffusion in
melting nor hydrate formation could occur. Thus, these dataice single crystals was slower than the diffusion into
might represent the most reasonable value for the diffusion polycrystalline ice samples (see Table 3).
of HCI into ice, without melting or hydrate formation.
However, because differences between single and polycrys-7.2.3. HNOj3

talline ice have been observed by €kiger,®2* care must The diffusion of HNQ in ice has been studied by Thibert
be taken to distinguish between the diffusion into the ice 54 Domirié and by Sommerfeld et &2 Both groups apply
matrix and that through possible shortcuts such as grainihe sectioning technique to ice single crystals. Based on data
boundaries. taken for temperatures betwee8 and—25 °C and HNQ

To explain the discrepancies between the different studiespartial pressures of & 107 to 10 Torr, Thibert and
at temperatures above 250 K appears less straightforward Dominederive a parametrization for the diffusion of HNO
Domineand Xué® have suggested that in the Krishan and in ice
Salomon experiments surface diffusion between the ice and
the plexiglass wall may have lead to rather fast transport. D —137x 10217 cpg st (114)
Similar arguments may apply to the data of Barnaal and HNO, '
Slootfeldt-Ellingsen. o

Some of the reported diffusivities below 200 K appear /-2-4. The Sommerfeld—Dominé Controversy
relatively high in comparison to the data around 200 K. The  Some controversy evolved around the sectioning
measurements of Koehler et38t.have been performed at method as employed by Doniirmad co-workers (hereafter
HCI partial pressure in the hydrate stability region as shown Dg&C).737429139 These experiments have been partially
spectroscopically. Thus these data may represent the hydrat@epeated and criticized by Sommerfeld, Knight, and 138i#3°
formation speed. Similar arguments may apply to the data (hereafter SKL). This controversy illustrates possible ex-
from Horn and Sully®? perimental pitfalls when uptake experiments of trace gases

In summary, when investigating the diffusion of HCl in on ice are performed. Thus, a detailed presentation of the
ice, the thermodynamics of the system must be considered.arguments of both groups might be useful for other research-
HCI partial pressures high enough to melt the ice will yield ers when planning and performing experimental work on
extremely high diffusion constants. Furthermore, hydrate trace gas uptake onto ice.
formation can strongly affect the transport of HCI through ~ The SKL Results. Sommerfeld, Knight, and Laif&®
ice and lead to intermediate values for the diffusion constant. repeated the experimental procedure of D&C in their own
Measurements in the ice stability region yield the lowest setup. The authors used poly- and single-crystalline ice.
values for the diffusion coefficient. At 200 K, the available Single crystals were made using a method suggested by
data for these conditions refer only to the near-surface region,Knight.2° This method does not rely on the zone refinement
that is, the upper micrometer of the ice surface. These as used by D&C. Here, water is cooled-td °C, and after
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spontaneous nucleation, clear and single crystalline ice isdenuder technique with HN@ontaminations around 10 ppt.
made. Polycrystalline ice with about 5 mm large ice grains This is 3 orders of magnitude lower than the HNO
was made by nucleation of the ice with a cold aluminum concentrations used in the actual uptake experiments. D&C
sheet. pointed out that they had used different rooms for the

The results of SKL on HN@are significantly different  different steps and that the HNGource was in a different
from the D&C study: (1) The amount of HNOn the ice wing of the building. Furthermore, D&C noted that in their
found by SKL was about an order of magnitude higher experiments a stainless steel chamber was used, while SKL
compared to the work of D&C. SKL claimed that the total used a plastic chamber made of ECTFE with a Teflon lid,
uptake found in the HN@experiments is consistent with ~and D&C suspected that ambient Hi@ight have diffused
the magnitude of total uptake in their previous experiments through the plastic walls.
on HNG; uptake on ice. (2) The diffusion constant as derived ~ Contamination of the First Slice. The high amount of
by SKL is about 1 order of magnitude lower than the one uptake in the first slice at the surface posed another severe
estimated by D&C. This is a direct result of the higher discrepancy between the studies. D&C suggested a possible
observed HN®@ surface concentrations. Furthermore, SKL experimental pitfall, because the SKL sectioning method
claimed that (3) the concentration gradient in the ice is an provides slices that could be more sensitive to contaminations
artifact of the serial section technique and that (4) the INO either by laboratory air or by the microtome blade. Cutting
found in the ice can be taken up onto the ice from laboratory the first slice might have “cleaned” the microtome blade,
air. The later claim was based on an experiment where anwhich leads to lower contaminations when cutting the next
ice sheet was brought into contact with laboratory air for 1 sections. However, SKL argued that no high uptake was
h. SKL posed the question whether such contamination observed when a blank sample was cut; thus the high uptake
effects could be present in any laboratory. could be due to contamination effects.

Fundamental Differences.SKL acknowledge that con- Furthermore, D&C pointed out that in the SKL experi-
taminations might have affected also their results. However, ments the concentrations of the first slice are higher than
SKL argue that two independent observations remain strik- the solubility limit as determined by D&C and suspected
ing. First, SKL do not observe a difference of the diffusion that the HNQ partial pressures are higher than thought and
constant between poly- and single-crystalline samples. that the SKL experiments were performed in the ice melting
Second, when changing the time scale of the experiment fromregime. In turn, on the basis of previous work with HNO
73 to 1032 h, SKL observed no changes of the HNO uptake in packed ice bed¥ SKL stated to have used HNO
concentration profile. Because the diffusion depth should Partial pressures in the ice stability domain and suspected
increase with time, SKL concluded that the observed that the HNQ partial pressure used by D&C were lower
concentration profile cannot be caused by diffusion and than thought.
suspected that contamination during the sectioning might Open Questions.The controversy illustrates the experi-
severely affect the observed concentration profiles. SKL mental difficulties when the diffusivity and solubility of
suggested that D&C should measure concentration profilesacidic gases on ice are measured. Because very low total
with different time scales to verify that their work is amounts have to be detected, contaminations of any kind
contamination-free. may pose severe problems to experimental work. To date,

Influence of the Ice Humidification. Another fundamen-  NO further studies have been published that address these

tal difference between the two studies is that D&C aim at €XPerimental problems explicitly, and the controversy re-
ice in equilibrium with the gas phase, while SKL allowed Mains somewhat unresolved. However, some general conclu-

the ice to slowly evaporate. In the SKL experiments, the sions can be drawn for future .exp_eriments with ice. SKL
originally flat surface changed into a slightly curved interface. Nave demonstrated that contaminations may severely hamper

D&C claimed that this might alter the result for the diffusion €XPerimental work. Clearly, SKL's arguments are weakened
constant by up to a factor of 10. by the presence of contaminations in their own experiments,

as the authors clearly admit. On the other hand, SKL's
argument that their observed diffusion depth is independent
from the overall time scale of the experiment may deserve
to be tested again to confirm that the interpretation of the
surface peaks in terms of diffusion is correct.

Contamination When the Ice Is Cut. SKL also suspected
that contaminations could occur during the sectioning. SKL
used a microtome to slice the ice inta:b thick slices. To
avoid contamination of the microtome, it was wiped with a
Kimwipe after each cutting. In a comment, D&€suggested
that the Kimwipe could contain traces of HNOro avoid ; -
such contaminations of the cutting tool, D&C used a 7.3. Discussion
stream of pure N which is HNQ free. Furthermore, the Data for the diffusion of acidic gases in ice are mainly
microtome might be warmed when it is wiped, and ice available for HCI. The data scatter widely and range from
particles might melt, which could corrode the microtome values as low as % 107 to 102 m? s™! at temperatures
blade and effectively lead to contamination. Furthermore, around 190 K. The scatter among different data sets cannot
D&C pointed out that they used thicker slices (28) than  easily be resolved because diffusion is influenced by many
SKL (5 um), which reduces the risk of contamination. parameters.

Finally, D&C pointed out that the microtome blade puts ~ One important aspect is thermodynamic considerations.
much more metal into contact with the ice (up to 8 cm length) For HCI, very fast transport processes have been observed
compared to a lathe (3 mm), which reduces the risk of in experiments with HCI partial pressures high enough to
contamination. melt ice. Furthermore, the diffusion is comparably fast once

Contamination by Laboratory Air. SKL had argued that  hydrates may form. Considering the thermodynamic aspects
laboratory air might contain enough HN®@ lead to severe  leads to some grouping of the data as shown in Figure 20.
contamination of the ice. D&C claimed that they had However, the ice morphology is also of key importance. Here
measured the HN§xontamination in the laboratory using a grain boundaries, triple junctions, and other crystal defects
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may work as shortcuts, leading to fast transport of the itself. The net uptake, including bulk and surface contribu-
dissolved molecules through the ice. This has been demon-ions is denoted as equivalent coverafg,;, which refers
strated by Flakiger et al2**who showed that HCI diffuses  to 6 = 1 for the uptake of 18 molecules cm?, which we
much faster in polycrystalline than in single crystalline ice. define as a formal monolayer.

We also like to point out that experiments on the diffusion ] ) )
of trace gases into ice are challenging experiments. First of8.1. The Porosity of Vapor Deposited Ice Films

all, very low concentrations need to be detected, because ypiake experiments have been performed on different
the trace gas solubility in the ice crystals is very low. heg ofice. In flow tube experiments, often vapor deposited
Furthermore, the ice surface is highly dynamic compared 10 jce has been used. Before correlating the available data for
the speed of diffusion. For example, for a diffusion constant r5ce gas uptake, we discuss the nature of vapor deposited
of 107" m? s, the characteristic length of diffusionx = ice films. Using environmental scanning electron microscopy
VDtis 0.2um fort = 1 h and~1 um for a diffusion time ~ (ESEM), Keyser et @ and Leu et al® demonstrated that
of 24 h. From the ice vapor pressure at 200 K, we can vapor deposited ice films are not flat and smooth films but
calculate that about 580 monolayers per second are ex-rather are highly porous and consist of many micrometer-
changed with the gas phase. If the ice is in thermodynamic sized ice crystals. Figure 21 shows an ESEM micrograph of
equilibrium, possibly only the upper molecular layers vapor deposited ice. The pictures demonstrate the inhomo-
participate in this exchange. If only the upper monolayer is geneity of the ice film and that the physical surface area
involved, this implies that the residence time of a water may be larger than the geometric surface area.
molecule is about 1/580 s on the ice surface. BET Measurements on Vapor Deposited Ice.The
Such a large volatility has the potential for significant internal surface area density of porous substances can be
movement of the ice surface position. For a 1% mismatch determined by the BET method. In short, the adsorption

of the vapor pressure, the surface may move byu®n6per isotherm is measured for an inert gas, such as nitrogen, argon,
hour (for an ice vapor pressure of 1 mTorr and égr= 1),
which is on the order of the diffusion depth for a diffusion TOP VIEW

constant of 10'” m? s L. If this movement is larger than the
diffusion depth during experimental time scales, this has to
be accounted for when the diffusive uptake into ice is
modeled. Thus, to measure the diffusion constant of a
gaseous species, the humidity in the gas phase must be
adjusted precisely to the ice vapor pressure.

8. Data 2: Total Uptake of Different Trace Gases

During the last 20 years, many authors measured the
uptake of acidic trace gases on ice using different techniques
and different ice morphologies. Despite long-lasting intense
research efforts, quantifications of the total uptake on ice
scatter widely. The reason for thishough related to the
morphology of the ice in the particular investigatioremains
largely unexplained.

The experimental results of uptake processes of inorganic
acids and organic substances have been reviewed recentl
by Abbatt?34In extension to his review, we will also correlate
the available data to explore the reasons for scatter and
differences between different studies.

What Meaning Has the Term “Uptake”? For compari-
son of available studies, it is necessary to discuss what the
term “uptake” means. Uptake may be given as amount per
surface area, where the surface area may refer to the
geometric surface area, or to the internal surface area of
porous ice film. In some studies, uptake is given as the |
amount per ice volume. The way the uptake is given reflects |
the interpretation of the uptake process, that is, whether the| -
uptake is considered as an adsorption process onto the ice : mesiilea-
surface itself or as a dissolution process of the trace gas into 4
the ice bulk. In general, no distinction is made between |
different reservoirs for the uptake of the trace gas, such as
the surface itself, the near-surface region, grain boundaries, _
or triple junctions. Thus, unless otherwise noted, the term

uptake refers to the total amount of trace gas transferred fromzti%‘fggelf- ;}befigrl:ﬂelpi%g rvevhci)(f:r\\l apor 3:58;@3 gﬁebglé‘zﬂiégrg ngngJS
the gas phase to ice, as it is reported in a specific StUdy'In the middle hole, an ice granule was removed to show the

This may be the uptake per ice mass, volume, or surface ngerlying structure. Lower panel: side view of the ice film. The
area, as specified. In the literature, the term coverage is usedce film consists of many ice grains. (Reprinted with permission
to denote the coverage of the available sites on the surfacefrom ref 79. Copyright 1997 American Chemical Society.)
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Table 4. Specific Surface Areas of Vapor Deposited Ice Films as T T T T T T
Determined by Different Authors?

author Tgrowth (K) TanneaI(K) gas d(/f‘m) g (m2 g_l) 10 1

Adamson et at® 77  na N 2—-12 24 Ny . &Po ° &
Leu et al’® 77 na K +50 250-400 Xittn ¥, e g
Adamson et at™* 77 =200 N 0.2-2
Leu et al’® 196 na Kr 0.2-2
Keyser and Let? ~200 1806-260 1-20 0.2-1
Keyserand Let? ~200 na <10
Henson et af! 85 190-260 Ar 1000 8-10C°

a Abbreviations: &, specific surface area, as determined from BET
measurementst, film thickness;Tgrown deposition temperatur@annea
annealing temperature; gas, gas that was used to measures the BE] s
isotherm; na, not annealetiThe authors note poor reproducibility of
results.® The authors give a range but claim good reproducibility for
equal deposition conditiond Calculated from a 50 ctnsample size w v,

and 1 g ofdeposited water. w
L o

krypton, or methane as function of the pressure close to the
condensation point of the gas, where multilayer adsorption s L L s ! L
occurs. Using the BET isothertf}18821%9ne may determine 0 30 60 90 120 150
the total surface area.

BET measurements on vapor deposited ice surfaces have
been performed by several authé¥s3794%las summarized Figure 22. Variation of the flow tube signal with changing of the
in Table 4. Clearly, ice that has been deposited at low film thickness for an HCI uptake experiment at 188 K and 2.1
temperatures mayybe characterized by Iarge surface are 0 Torr. (gﬁp”me? ;‘"th- pterm'ss'on from ref 252. Copyright 1993

. X o OUe merican Chemical Society.
densities. Absolute numbers vary, with some indication that 2

while anneaiing dotreases the. Suriace area, Furthermorelas Varied from 1 to 10um. They concluded that the
9 : porosity of the ice would not influence the measured reaction

limited reproducibility of absolute numbéf$for different rates and found that the porosity model as proposed by
samples grown at liquid nitrogen temperatures was reported.Keyser et aP* would not be applicable

i|: ei?csoerlrpIEgctgl?szEgeme%iﬁﬁg?g:iigtig&lggr:Str?edgljfggualltntjafrl:e This view has been criticized in a comment by Keyser et
1 UeT Lo al.?s who pointed out that the independence of reactive
porous ice is slow. In addition, it has been argued that bEStuptake of the film thickness was not a sufficient proof of

;%Sétgitfsicvglljlrgecea;?favgﬂ E%ng methane for measuring the the nonporosity of the ice film. They argued that there was
X . . microscopic evidence of increasing ice granules increasing
Some consistency between studies of dlﬁergnt ?Uthorswith film thickness. Including this effect into their porosity
arises when the BET isotherm on vapor deposited ice that,,qe| k) M showed that the observed reaction rate would
was annealed at temperatures around 200 K is conS|deredbe indépendent of the film thickness, as observed by H&R
Adamson et at”* found that the specific surface area of such 5 the hasis of this. KLM argued that an analysis based on

Ice Qecreases by about %T order of r_nag.nltude, to valuesy,q geometric surface area would overestimate the reaction
ranging from 0.2 to 2 rhg !, after the ice is annealed at rates

temperatblljres between70 ﬁnﬂ—SO (li.fThleresuét? |sh:jn With further data analysis, H&R corroborated the
reasona eFfélgreement_ with the result from eué[l a independence of reactive uptake for a wider range of film
Keyser et ak> but not with the work of Henson et alwho iy nesses between 0.2 angi®. First H&R reported that
report much larger ice surface areas, even after anneallng.[he total uptake per surface area of HCl was independent of
One might speculate that the comparably large film thicknessthe film thickness between 0.2 and 3Gn for a partial

in the Henson work may have some impact on the size of pressure of HCl of~10"7 Torr.' Second, when NAT was
the internal surface area. . . formed from gaseous HN(®n both ice and frozen sulfuric

The BET measurements impressively show that vapor acid, about 5x 10 HNO; molecules cm? were needed
deposited films are highly porous with internal surface areas ¢, g rface saturation, which would correspond to a mono-
one or more orders of magnlyude larger than the geometr|c|ayer coverage. H&R argued that equal porosity is unlikely
surface area. As the comparison of the Leu éfahd the o qifferent substrates, and thus the monolayer uptake would
Keyser et af>with the Henson data shows, the morphology - ¢onstitute a measurement of the ice surface area. Therefore,
may strongly depend on the experimental protocol used, ihey concluded that the geometric surface area is the
which makes direct comparison of different studies difficult. appropriate choice for the ice in their experiments and
suggested that the porosity of the vapor deposited ice might
differ between the different studies.

The influence of the ice porosity on the interaction between  To date, it is still difficult to resolve this controversy. For
trace gases and ice is subject to scientific controversy the uptake of HCI onto vapor deposited ice films, there is
between Keyser et at-?’(hereafter KLM) and Hanson and  compelling evidence that the HCI uptake increases with the
Ravishankara (hereafter H&R32° H&R?8 investigated the  ice thickness (see section 8.4.1). Also, the tailing of the
heterogeneous reactions CION® H,O — HNO; + HOCI breakthrough curves in flow tubes increases with film
and NOs + H,O — 2HNG;. They found the reaction rate  thickness as shown in Figure 22, which indicates enhanced
to be independent of film thickness when the film thickness uptake capacity for thicker films and thus the possible

HCI Signal (arbitrary unit)

Average Thickness
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3.16 ym
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8.1.1. The Hanson-Keyser controversy
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Figure 23. HCI uptake per geometric surface area (expressed in molecules Pevrtine, as measured by various authors. Colors: black,

200 K; blue, 190 K; green, 180 K; solid lines refer to the reported total uptake per geometric surface area; dashed and dotted lines refer
to processed data, such as normalization of the internal surface area, estimates based on asymptotic fitting or numerical modeling of the
uptake kinetics. Green rectangle, Foster et3lspolid line labeled Fo ULS Foster et &P upper limit for smooth films; hatched rectangle
labeled “HR 200 K”, Hanson and Ravishanké&fdines labeled Hu 203 K, 1800s and Hu 203 K, 300s, parametrizations for total uptake on
porous ice for total time scales of 1800 s or 300 s, respect®hpte that this parametrization exhibits only little temperature dependence
and is valid for 190 and 203 K; dashed lines labeled Hu 188/190 nd and Hu 203 nd, nondiffusive uptake as derived from asymptotic fitting
or numerical modeling** blue crosses and diamonds, raw data from Chu &alt 188 and 193 K, respectively; solid lines labeled Chu

188 K and Chu 193 K are fits, showing the proportionafity] p*2 to the data from Chu et 82 for 188 and 190 K, respectively; dashed

lines labeled Hen 200K, Hen 190K, and Hen 180K, adsorption isotherms at 200, 190, and 180 K, respectively, taken from HeAson et al.;
thick lines are in the ice stability domain, and thin continuations are in the hydrate stability domain;-ddstted line labeled FL P 190

K, uptake (precursor only), as calculated with the kinetic model bykiyer et al21? the thin continuation to high pressure is in the
hexahydrate stability domain; dashkedbtted line labeled FL #B 190 K, uptake precursor and bulk uptake, as calculated with the kinetic
model by Flickiger et al217 note that a strong rise of total uptake occurs in the hexahydrate stability domain; open triangle, Huthwelker
et al?® RBS on polycrystalline bulk ice, with integrated uptake within the first Qiiibfor experimental durations of 2.6 and 6.9 h; filled

solid square, Barone et & ppen square, Abbatt et @for exposure times 0f300 and~2100 s on vapor deposited ice films; open dots,
Hynes et ak!3 data on smooth ice films; filled diamond with error bars, Lee ¢f%admooth ice films; filled triangle pointing to the right,

Lee et al*% rough ice films; cross, Lee et ° lower limit for uptake on single crystalline airborne ice particle20 K); open diamond,

Marti and Mauersbergé® data from HCI/HNQ coabsorption in the low HNglimit; blue asterisk, derived from Chu’s total uptake data
using the internal surface area of a porous ice fitAthe blue dotted line is fixed on Chu’s data point at 180 K assumip#2aressure
dependence, as observed in the total uptake measured by Chu. For a detailed description, see the text and Table 5.

influence of the porosity on uptake processes. Increasinglayers of HF on the ice surface has been estimated, which

uptake of HBr on ice under conditions of hydrate formation corresponds to an upper limit for the adsorption constant of

has also been shown by other authBt$%?In contrast, the 3 x 10° atnT’. Assuming a linear dependence of the HF

H&R data do not show any thickness dependence. We will uptake with the HF partial pressure, the authors estimate a

discuss these observations in more detail in section 8.4.4.surface coverage of less tharr$@onolayer on stratospheric
ice.

8.2. HF
, _ 8.3. HCl Uptake on Ice: 1. Description of
Data on HF uptake on ice are scarce. Early studies haveExperimentaI Studies

shown that HF diffuses readily through it® Hanson and

Ravishankar®* have performed flow tube experiments to The uptake of HCI on ice at temperatures between
study the uptake per surface area of HF onto ice. The HF180 and 230 K has been measured by numerous
partial pressure in the experiment was below 20 Torr. authorg*:22.28,35.78,83,135,213,214,232,241,250,252,275,296,314.40p & g
Because this pressure is below the estimated HF vapordifferent techniques, mainly flow tubes and Knudsen cells.
pressures of an aqueous HEOHsolution at the experimental  The reported data for the uptake per surface area of all studies
temperature, the authors argued that no HF hydrates haveare summarized in Figure 23. Obviously the reported data
formed in the experiments. An upper limit of 0.05 mono- scatter by several orders of magnitude. To find reasons for
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the scatter and to establish some consistency, we will first mance of uptake experiments of acidic gases on ice.
describe how each individual study has been performed. InInterestingly, after taking these pitfalls into account, Hanson

section 8.4, we will correlate the available data sets. and Mauersberger argued that the observed pressure depen-
dence ofp 0 x, as observed in their earlier work, did not

8.3.1. Measurements of HCI Uptake in Flow Tubes and represent the HCI uptake on ice but was rather influenced

Knudsen Cells by the presence of the glass walls. This demonstrates the

challenges in investigation of the uptake of HCI on ice.
Chu et aP%? studied the uptake of HCI on vapor deposited
ice in a flow tube experiment (see Figure 12) at temperatures
of 188 and 193 K. The HCI partial pressure was varied from
about 8x 10°8to 4 x 1078 Torr. In this study, for the first
time, a cleabic O p? dependence of the overall HCI uptake
of HCI and HNQ on ice using an ice coated flow tube W,ith the.HCI partial pressure was found, indicative of
reactor and also on macroscopic ice samples. Surprisingly,dissociation of HCl upon adsorption. .
the authors found a rather high partition coefficient of about ~ The HCl uptake on vapor deposited ice films was studied
0.3 at low temperatures and fast diffusivity of 2@n? s 1 in a Knudsen cell by Huthwelker et &f with special
at a temperature of 185 K. These results pointed toward the€mphasis on the tailing often observed in uptake experiments
importance of halogen compounds in stratospheric chemistry,of acidic gases on ice. For equal experimental time scales,
especially relevant for conditions during the formation of the total uptake follows a cleatp~* dependence. Further-
the spring-time ozone hole. Hence, a series of further studiesmore, using the asymptotic fitting method, the authors tried
were made to investigate the Hte interaction. Later it ~ to distinguish bulk and surface processes and showed the
became clear that such high uptake could only be explaineddependencéls/D O p~Y2 for the tailing of the signal.
in terms of a major change in the ice, namely, the melting  Using a low-pressure cell and second harmonic generation,
of the ice, corresponding to HCI vapor pressures, which Henson et at! studied the uptake of HCI on porous ice. The
cannot be normally reached in the atmosphere. ice samples were vapor deposited with large, well controlled
Partial Pressure DependenceA series of studies aimed  total surface areas (8’hand larger). The specific surface
to explore the pressure dependence of the HCI uptake onarea of the vapor deposited ice was measured by a BET
ice, using various approaches to this question. Hanson andneasurement using argon (see Table 4). The experimental
MauersbergéP investigated the uptake per surface area of approach taken in this study differs from the usual Knudsen
HCI onto ice and NAT (nitric acid trihydrate). The authors cell setup, because the cell did not have a plunger to cover
deposited HCI doped ice films from a mixture of HCI and the ice surface. The specific characteristic of this experiment
water vapor on a cold glass surface. Alternatively, the ice is that due to the very large ice surface area and the very
was deposited first and the gaseous HCI added in a seconglow pumping speed, essentially all HCI that is introduced
step. Using mass spectroscopy, they measured the substratigto the cell is taken up by the ice before leaving the reaction
vapor pressure (HCl and;B). Afterward, the substrate was chamber. Thus the HCI vapor pressure above the ice sample
evaporated, and the solid-phase composition was inferredwill be governed completely by the absorbed and adsorbed
by analysis of the evaporation products. The authors notedHCI on the ice surface. The adsorption isotherm can then
that care had to be taken to establish equilibrium due to long be measured directly by measuring the HCI vapor pressure
equilibration times. By this procedure, both the solid- and for a given amount of HCI brought into the cell. This
gas-phase composition, and thus the HCI uptake on ice andprocedure assumes that the HCI has been evenly adsorbed
NAT, was measured as function of the HCI partial pressure. throughout the whole porous film, that is, that there is no
The uptake on NAT follows the proportionalipsc O Xqci? enhanced concentration of HCI in the upper layers of the
as expected for a dissociating gas. However, for HCI uptake ice films, for example, by the slow chromatography of the
on ice, the proportionalitypnc O xuc) was found, and the  highly sticky HCI into the porous ice film.
authors concluded that HCI acts as strong electrolyte only  Other Measurements of the Total Uptake.Abbatt et
on NAT but not on ice. At temperatures around 200 K, HCI al*°” used various techniques, such as FTIR spectroscopy,
mixing ratios of 1-0.1% have been found in the ice, a result electric conductivity measurements, and a flow tube. High
distinctively lower in comparison with the Molina study but uptake was observed for HCI pressures high enough to melt
still much higher than that suggested from the partition the ice. The uptake of HCI on vapor deposited ice was
coefficient data in previous studies. investigated at a temperature of 201 K, and an HCI partial
Two years later, Hanson and Mauersberger revisited thepressure of about 160 Torr. In a flow tube experiment,
issue of the HCl/ice interactidf? with an improved setup.  Hynes et af!3 measured the uptake of HCI on ice. Sokolov
They noted that a partition coefficient of 0.3 as suggested et al*® studied the uptake of HCl and HN@ the presence
by the Molina group should lead to a HCI concentration in Of organic compounds and HNO
the ice of up to 4 mol %. Such high HCI concentrations  In contrast to most previous studies, Hynes étalised
should lower the water vapor pressure above ice accordingsmooth ice, which was made applying a method suggested
to Raoult’s law (cf. eq 8). Because no change of the ice vapor by Abbatt?°” In this study, both the temperature and pressure
pressure was found, the authors concluded that only verydependence of the uptake was studied. The total HCI uptake
little HCI can be taken up into the ice matrix itself. was calculated from the breakthrough curve using the two-
Furthermore, Hanson and Mauersberger discussed possibl¢hird criterion (see section 5.2) as introduced by Abfatt.
experimental pitfalls, such as HCI adsorption on glass For a temperature of 205 K, the HCI uptake data were
surfaces and the difficulty to reach thermodynamic equilib- analyzed using the adsorption isotherm (eq 58), which
rium in the experiment, which, as we will discuss below, assumes that the HCI adsorption depends on the HCI partial
might still be an issue of key importance during perfor- pressure. They found good coincidence between the adsorp-

Based on the low patrtition coefficient for HCI, the uptake
of HCI into ice was considered irrelevant in the atmo-
sphere-38.136.167.228Thjs assumption was based on measure-
ments at rather high temperatures, close to the melting point
of ice. The first low-temperature data were published in a
pioneering work by Molina et af3?who studied the uptake
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tion isotherm and the data. However, because most data ardasis of the model and previous estimates of the ice surface
taken in the saturation regime of the isotherm, the experi- area of vapor deposited ice films using BET measure-
mental data exhibit only a very weak dependence on the HCI ments?>27 the authors derived the internal surface area of
partial pressure. Furthermore, the observed coverage slightiytheir ice films, which may exceed the geometric one by a
decreased when the temperature was increased for a constafiactor of 25. Thus, assuming that the porous ice film is
HCI partial pressure of 1.k 10°% Torr. completely saturated, the uptake per physical ice surface area
Barone et ak? used a Knudsen cell with IR spectroscopy Mmight be a factor of 25 lower than the uptake related to the
to investigate the interaction of HCI, HBr, and HI with ice geometric surface area.
at temperatures between 100 and 230 K. Optically polished Foster et a3 investigated the HCI uptake and hydrate
aluminum was used as substrate holder. Very thin ice films formation at temperatures ranging from 140 to 186 K with
of 10 nm thickness were made by vapor deposition onto the HCI partial pressures ranging fromx 10°to 1 x 10°©
temperature-controlled substrate holder. The total integratedTorr using laser-induced thermal desorption spectroscopy
uptake at 202 K was estimated as 2.30'° molecules cm?. (LITD). The HCI uptake was found to be independent of
Marti and Mauersberg&$ studied the uptake of HCl into  the ice temperature and the HCI partial pressure. It is
HNO; doped ice using an experimental setup similar to the noteworthy that the authors found increasing total uptake
one used by Hanson and Mauersbef§ét® The HNG; with increasing ice preparation time, which included the time
content was varied from 18to 2 mol %. The main finding ~ nheeded for vapor deposition, annealing, and equilibration
of this study is that the HCI uptake on ice increases with the With the vapor phase. To explain this effect, Foster é¢al.
amount of HNQ in the ice. From this study, a HCI mixing ~ suggested that the ice surface might become rougher with
ratio of 0.002 to 0.004 mol % for a HNContent of 103 time, thus providing more surface area for adsorption.
mol % was determined. Again, as in previous studies, the For ice films prepared at temperatures between 180 and
difficulties to achieve equilibrium were noted and investi- 186 K, a total HCI uptake of (7.2 1.6) x 10" molecules
gated: variation of the exposure time between 30 s and 3 hcm 2 was found for pressures of2 107°to 106 Torr. The
caused about a factor 3 difference in the amount of HCI error range was attributed to shot-to-shot variation of the
dissolved into the vapor deposited ice. Furthermore, alaser pulse. For the smoothest ice films, that is, for the
pressure dependence of the mixing ratiand HCI partial experiments with shortest ice preparation times, a total uptake
pressure op [0 x 25 was suggested. of about 1.15x 10" molecules cm~2 was found, in
Irreversibility of Uptake. Hanson and Ravishank&fa  agreement with other studies.
used a flow tube to determine the uptake of HCl on vapor Leu et al’® studied the HCI uptake on vapor deposited
deposited ice at 201 K with HCI partial pressures ranging ice films at 196 K and a HCI partial pressure of510~*
from 4 x 108 to 1.4 x 10°° Torr HCIl. The authors  Torr using a flow tube setup. The main finding of this study
performed subsequent adsorption/desorption cycles, using ds that the total amount of HCI taken up onto ice increases
three step procedure. First, the injector was kept downstreamlinearly with the amount of deposited ice.
behind the ice substrate to establish a zero signal for the Experiments with Very Short Time Scale. Rossi and
HCI. Then, the injector was pulled upstream to observe the co-workerg?241.247.3%¢sed very short HCI gas pulses to probe
HCI uptake onto the ice. After saturation, the injector was the HCl/ice interaction using a wide range of HCI partial
pushed downstream to its initial position to observe the pressures. Because these experiments last only a few
desorption of HCI from the ice. Interestingly, the amount of milliseconds, they are highly surface-sensitive dkiger and
desorbed HCI was less than the initial overall uptake. The Ross?!” used a precursor model to simulate the uptake
authors concluded that some of the HCI is irreversibly kinetics of short HCI pulses taken up by ice in a Knudsen
adsorbed and speculated that the HCI might alter the icecell. Conceptually, their model is equal to the one described
surface. On the basis of a diffusion constanDof 10~ by egs 59 and 60, the only difference being that now two
cn? st and a solubility limit of 20 ppn#'® the authors  precursor states are involved for the general case. By fitting
excluded diffusion of HCl into the ice. No pressure depen- the model to pulses made under various experimental
dence of the HCI uptake per surface area was observed, an@onditions, they derived kinetic parameters to describe the
the authors noted that the total time of the uptake processsurface kinetics of the HCI uptake on ice. The HCI uptake
changed when the partial pressure was changed. derived from the model was found in reasonable agreement
Similarly, Hynes et at!3 performed adsorption/desorption  with the measured HCI uptake on ice, which was determined
cycles. They found that only about 43% of the HCI desorbed by integrating the initial, 10 s long period of a breakthrough
back into the gas phase. This confirms a previous finding of curve. For measurements at 190 K, the HCI uptake was found
Hanson and Ravishankd®ahat some of the HCl is taken to rise strongly, once the HCI partial pressure rises above 3
up by the ice irreversibly. x 107% Torr. At this HCI partial pressure, the HEI
Impact of Roughness, Pores, and Film Thicknesdn hexahydrate, and not ice, is the thermodynamically stable
addition, the film thickness was varied to investigate the Phase.’
relation between film thickness and HCI uptake. Figure 22 o .
shows the HCI partial pressure in the flow tube during an 8.3.2. Measurements within the Bulk Phase and Evidence

uptake experiment for films of different thickness. Obviously, for Bulk Uptake

the tailing of the signal is more pronounced for thicker ice  n the studies discussed so far, uptake has been given either
films, indicating increasing dispersion with increasing thick- as mixing ratio of HCI in ice or as uptake per geometric or

ness. physical surface area (cf. Table 5). Thus, the data have been
The authors analyzed the thickness dependence of the HCinterpreted either as pure surface or as pure volume uptake.
uptake for 188 K using the model of Keyser et& for However, both volume and surface processes may occur

porous ice. The model assumes that the overall uptakesimultaneously. In a series of recent studies, attempts have
capacity is proportional to the physical surface area. On thebeen made to separate bulk and surface processes, either
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Table 5. Studies of the HCI Surface Uptake on Ice in Chronological Ordéex

Huthwelker et al.

p uptake exp time ice ice thickness
author method T (K) (x10¢Torr) (x10 molecules cm?) scale type (um)

Marti and Mauersbergé® KN 200 0.1-1 0.1 30s vp 1
Abbatt et a® FT 201 =4 1-3 5-35 vp 5-40
Hanson and Ravishankdfa FT 201 0.04-1.5 0.4-0.6° vp 3-30

201 0.2 0.5 5 vp
Chu et aP*? FT 188, 193 0.07#4 0.1-0.2 15-90 vp 1.4+ 0.2

FT 188 0.21 0.02 vp 0.5-15.7
Chu et aP*? FT 188 not given 0.811 vp 3.734.1
Foster et at®® LITD 180—-186 0.00%+0.6 0.4-20¢ vp
- 1.158
Fluckiger et af KN 190210 0.5-200 ms vp >0.3
to ~40 min

Barone et af? KN 202 50-10000 3.5 30-60 vp 0.051
Leu et al”® FT 196 0.5 0.x1" vp 1-45
Foster et at*® LITD 180—186 0.00+-0.5 0.4-20i vp i
Foster et at3® LITD 180—186 0.00%0.5 0.4-1.1% vp i
Lee et al'® TFT 201 0.15-4 0.1-0.4 S

201 2 ~0.3 vp
Lee et al'® TFT ~210 5-20 >0.02 scp -5
Huthwelker et aP14:250 KN 188—203 0.08-10 0.03-1 <3h vp 3-50
Fluckiger et al’824 KN 190-210 - 0.4-1 b, vp, sc
Hynes et aP'3 FT 205 0.4-2 ~0.2 ~5 min s

205-230 1.2 ~0.3-0.1 S
Sokolov and Abbatt® FT 228 -4 0.15 b
Fluckiger et akt’ KN 190 0.6-2.7 0.1-0.4 some 10 s b 00
Fluckiger et akY” KN 190 2.8-3.2" 1.5-41 some 10 s b [
Huthwelker et aP% RBS 200 1 0.032f 3-7h s
Henson et af! KN/SHG 180,190,200 0540 0.001-0.1 hours vp 100

a Abbreviations: FT, flow tube; KN, Knudsen cell; TFT, turbulent flow tube; RBS, Rutherford backscattering; vp, vapor deposited ice; s, smooth

ice film, grown from distilled water; b, bulk ice grown from water; sc, single crystalline ice; scp, single crystalline airborne ice paifiates.
point derived using the internal surface area of the ice filbata vary with ice preparation timéFor smooth ice filmé Observed uptake varies
by a factor of 2 with thicknes®:2” fIn upper 0.75:m depth of bulk ice? Lower limit only. " Derived from HNQ/HCI codeposition; the data point

is the limit for low HNO; content and short exposuié&20 A for experiments on HCI trihydrate, not specified for experiments ori Range for

all data.k 1.15 x 10" molecules cm? is the upper limit for smooth films.Calculated from 0.5 g of water spread over the sample holder of 30 cm
size.™ These data are probably taken at HCI partial pressures in the stability domain of HCI hexahygrat&as 106 Torr. " Calculation based

on ice mass and thickness as given in original publicatidfo pressure dependence reported.

by analysis of the kinetics in Knudsen cell experi-
mentg8241.247.2503%yr py direct investigation of the solid

phase®®

Huthwelker et aP® used Rutherford backscattering to

7500

Depth [A
5000p (4]

2500

0

study the near-surface region of ice. In these experiments, 0.02
polycrystalline ice was frozen from liquid water at temper-
atures around-5° C. The concentration profile in the near-
surface region, that is, in the outermost micrometer, has been
monitored in situ as function of time (see Figure 24). The
study shows that the HCI mixing ratio rises with time and
extends into a depth of at least 0.4B. These subsurface
profiles constitute the only direct subsurface investigation Y o 2 =i
to date of gas uptake into ice, which do not rely on the E [MeV]
indirect analysis via gas-phase measurements and apart frongigure 24. HCI diffusion profile in polycrystalline ice as a function
those done off-line by slicing and analyzing the ice. of depth and backscattered energy for temperatures 6fG@nd
In a series of Knudsen cell studi&*1247:3%sing both a HC')par:tial P{re]SS,UF?, <|Jf IetTO”_- Tthe |0V\f/%m95t SdPeCtthm (:'d |
min) shows the initial contamination of the ice due to residua
o e e e HCL Subseduent pectaar aken 4,166, 266, 350, and 41
e . min after the first spectrum. (Reprinted with permission from ref
processes has been further corroborated. In short, first theygg “copyright 2002 American Institute of Physics.)
ice surface is doped with gaseous HCI. Then the plunger is
closed, the HCI flow is stopped, and after a certain time
delay, the exposure to CIONGstarts, and the reaction longer the time delay between doping and probing, the less
CIONO, + HCI — Cl, + HNO; occurs. Because the ice HCI is found on the ice surface, which indicates that the
surface is consumed by both evaporation and hydrolysis HCI indeed diffuses into the depth of the ice. The dotted
reaction, CIONQ(g) + H,O(s)— HOCI (g) + H*NO;™, of line in Figure 18, where the four concentration profiles cross,
the ice, the reaction product £k considered as a measure was interpreted as the limit of a surface layer of defined
of the HCI concentration profile on the ice surface itself. thickness. The authors argued that HCI accumulates in the
Thus, the G burst shown in Figure 18 is interpreted as near-surface region of the ice and estimated a layer range of
measure of the HCI concentration profile in the ice. The 17—210 nm3%®

.005

Cro

norm counts
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8.3.3. Summary 10.00 T ok T T 3
The uptake of HCI on ice has been studied by many i EP near surface region ]
authors using various techniques. Clearly, HCI is readily - I 1

taken up on ice, but the published data show extensive scatter 1,00
as illustrated in Figure 23. When the data are interpreted, O
several issues are of importance. The porosity of ice films "5
is a key parameter, because it has been shown impressivelys
that vapor deposited ice films are highly porous and thatthe = ¢ 10t
HCI uptake increases with film thickness. However, because F f

the quantification of the internal surface area is difficult,
estimates for the uptake per physical surface area differ

T
<
tthkﬁlmdata
——
1

widely. Furthermore, recent studies, such as the kinetic 0.01 . s s . i
analysis of breakthrough cunfsand the dope and probe 100 10* 10 10* 10° 10° inf
experiments, indicate that at least some of the adsorbed HCI d[A]

is taken up into the bulk of the ice.

8.4. HCI Uptake on Ice: 2. Data Correlation 10"'L  eutectic solution ]

The available data for HCI uptake on ice at temperatures

between 180 and 220 K are summarized in Figure 23. 10_25 near surface region, bulk

Clearly, there is quite some scatter among the published data. A\

It is important to note that the data have been measured using g 107 ¢ :I 3
various techniques, under very different experimental condi- < :

tions, such as experimental time scales or different types of 10~4E__Gross A

ice. In this and the following sections, we will investigate ] N

the impact of such parameters on the overall uptake and test 105  Dominesc b ]
the consistency of the data set with models of the uptake

process. 1071

10' 100 100 100* 100 10°
o _ d[A]

In an attempt to correlate the uptake with film thickness, rigyre 25. HCI uptake on ice at 200 K and 1®Torr. Top panel:
Figure 25 shows the HCI uptake per geometric surface areaHCl surface coverage per geometric surface area as a function of
on vapor deposited ice films as a function of the film film thickness. Data points to the right of the dotted lines (for
thickness at a temperature of 200 K and for an HCI partial 10° A) are taken on thick films, such as films frozen from liquid

pressure of 16 Torr. For these conditions, most data are water. Bottom panel: Net HCI mixing ratio in ice films as a function

- . : of film thickness. Big open rectangles: Hanson and Mauerskzé?ger
available. Calculations necessary for data comparison A€ alculated from their Figure 4, assuming an ice surface area of 1

described in footnote 408. The extensive scatter will be cny'for data for the three thinnest films and-120 cn? for data
further analyzed in the following sections. First, we consider for the two thickest films. Error bars show the full error range for
only data from a single data set (Leu et “8lgsterisks in full ranges of surface areas from 1 to 20%iNote that errors in
Figure 25). These data show that the HCI uptake per surfacesurface area lead to rather large uncertainties in surface coverage,
area, as determined from the breakthrough curve in a flow which makes determination of surface coverage impossible. Solid

tube, increases with film thickness, when the film thickness /i€ ('Gross): partition coefficient as measured by Gross, as cited
rises from 0.3 to 3im ' in Hansor?*® Solid line (“Doming): mixing ratio in single

o . . . . crystalline ice. Solid line labeled asdl/lower limit of the net
Rising HCI uptake with increasing film thickness has also mixing ratio estimated from the net uptake of &1L0' molecules
been demonstrated for lower temperatures (188 K) and lowercm 2 for a film thickness of 3.1 A. Symbols for both plots: open
HCI partial pressures (2.¢ 107 Torr) by Chu?>? However, square with error bar, Barone et & filled square, Hanson and

this study cannot be compared quantitatively with the data Ravishankard? asterisks, from Figure 3 in Leu et &f.vertical

. . . 3 — G— i
presented in Figure 25 because temperatures and HCI partiafToW; Abbatt et af® (the arrow starts at the = 5-10 min
pressure differ. experimental duration and points toward the 35 min experimental

. duration); open triangle, total uptake after 1800 s from Figure 7 in
The HCI uptake has often been interpreted as surfaceHuthwelker et al?!“filled triangle, surface uptake from Figure 7
uptake, that is, as uptake per geometric surface area.in Huthwelker et al2'4open diamond, Marti and Mauersbergér;
Conversely, one can also calculate the net mixing ratio filled diamonds, Lee et af% open circle, Hynes et &3 on smooth
ice; hatched square (“bulk surface”), HCI mixing ratio in the near-
surface region of bulk polycrystalline ice as measured with RBS.

8.4.1. Dependence of HCI Uptake on Film Thickness

— moles of HCI taken up
HCl ™ moles of water in the ice film

(115)

For this lower limit, we can calculate the net mixing ratio
in the film. This representation allows one to compare the in films of different thickness byuc = 0.1ML x 3.1 A/,
overall uptake with various solubility limits for HCl in ice.  where we assume an average thickness of 3.1 A for a
From Figure 25, top panel, we can estimate an equivalentmonolayer of ice. This thickness can be calculated from the
surface uptake of 0.1 formal monolayers as a rough estimatedensity of ice, see footnote 209. This representation allows
for the lower limit of the uptake at 16 Torr HCI and 200 guantitative comparison with the study of Hanson and
K if we consider only studies based on the analysis of Mauersbergéf® (open rectangles with error bars in Figure
breakthrough curves in flow tubes or Knudsen cells or by 25). The Hanson and Mauersberger é&taave larger errors
co-deposition experiments. in our representation compared to the original work, where
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the data are given in terms of total amounts of HCI and water, than the solubility of HCI in single crystals. Interestingly,
independent of the area of the deposited film. The conversionstudies on very thin ice films exhibit an overall mixing ratio
to an average film thickness for representation in Figure 25 that exceeds the solubility limit as estimated from the
requires knowledge of the ice surface area. The authors reporsolubility in ice single crystals or from the partition coef-
large errors, ranging from 1 to 20 émwhich are represented  ficient data. Thus, not the bulk ice crystal, but surfaces and
by the error bars. For the rectangles in Figure 25, we haveinterfacial reservoirs, such as the ice/gas interface, grain
used the estimate 20 cn? for the two thicker films and boundaries or triple junctions, or the internal surface area
1 cn? for the thin film data, in accordance with the (which might be very different on ultrathin ice films,
information given in the original paper. compared to thicker ones) in the porous ice must play the
In summary, Figure 25 does not allow one to arrive at a key role for uptake processes of HCI on ice.
consistent picture concerning the HCl uptake in vapor  Surface Uptake at 200 K and 10° Torr. In contrast to
deposited ice. First, when only the Leu data are considered,the Hanson and Mauersberd@data, the Leu dat® which
the HCI seems to be uniformly distributed over the whole are measured on thicker films, show rising uptake with
deposited ice film, becausgic is constant whilefyc increasing film thickness (Figure 25, top panel). Trend and
increases. This could be interpreted in terms of an increasingabsolute value of the Leu dafan this study appear to be in
internal surface area in the vapor deposited ice film, if the reasonable agreement with the data measured by Leé%t al.
porosity was independent of the film thickness and the (filled diamonds) and also by Hanson and RavisharRara
internal surface area was completely saturated. (filled square), both on vapor deposited ice films. The study
In contrast, despite large errors, the Hanson and Mauers-by Abbatt®” shows about a factor of410 higher total HCI
berger data suggest a different picture. Here, the observeduptake compared to the other studies on films of comparable
mixing ratio rises with a ™ law, which would be consistent  thickness. This study points to the difficulty of equilibration
with the HCI being taken up onto the geometric surface area. processes on vapor deposited ice films, because the total
The Hanson and Mauersberger data are among the oldestiptake increases by a factor of 3 when the total experimental
data, where the investigations of the HCI uptake on ice weretime scale is increased from about 5 to 35 min. Similar
real pioneering work, and one might be tempted to disregardobservations have been reported by Huthwelker €¢dlhe
this study, especially because error bars are large and neweoverall uptake in this study coincides with the Leu data if
studies may have implemented newer knowledge andthe total time scale of the uptake process is about 1800 s
technology. However, results similar to the ones reported (open triangle).
by Hanson and Mauersberger on thin films have also been

reported in a recent study by Barone et?aiyho found HCI
mixing ratios in the percent range on thin films. Interestingly,
also in the near-surface region of bulk ice samples (i.e.,
within the first tenth of a micrometer or less), surprisingly
high mixing ratios, comparable to the thin film results from
Hanson and Mauersberger have been found by Rossi an
co-workerg8241.247.39nd by Huthwelker et ¢ using RBS

Interestingly, the uptake on the thinnest film as reported
by Leu (asterisks), the nondiffusive uptake as derived by
Huthwelker et al. using the asymptotic fitting metftidsee
section 5.1) from experiments on thick ice films (filled
triangle), and the data from Marti and Mauersbhef§el

m ice films, open diamond) indicate an uptake of about

.1 formal monolayers of HCI on the geometric ice surface
area. All these data points are quite close to the libe

(see sections 5.1 and 4.4). Given this coincidence with rece”t(bottom panel in Figure 25).

studies, the Hanson and Mauerberger data should not easily

be disregarded.

Thus, the overall picture remains disturbing: For films
thicker than roughly a micrometer, there is a clear depen-
dence of the HCI uptake with film thickness with constant
mixing ratio independent from the film thickness, and a lower
limit of 0.1 formal monolayer (per geometric surface area
at 10 Torr HCI and 200 K) total uptake. Once films get
smaller, the effective mixing ratio increases with still 0.1
formal monolayer as lower limit (at 18 Torr HCI and 200
K) but with surprisingly high net HCI mixing ratios in the
very thin films or in the near-surface region of ice. To further
explore these issues, we will first consider the magnitude of
uptake and then discuss the dependence of the HCI uptak
on pressure and temperature.

8.4.2. Magnitude of Uptake

Uptake in Terms of Mixing Ratio. When the magnitude

of the uptake is discussed, it is instructive to compare the
net mixing ratio of HCl in the ice film with the overall uptake
or with estimates for the solubility in ice. In Figure 25
(bottom panel), horizontal lines mark the mixing ratio of HCI
estimated in ice single crystals at 200 K and @ Torr as
derived from Thibert and Domin@ from ice/liquid partition
coefficient measurements as reported by Gtésand in an
aqueous HCI solution in equilibrium with ice at 200 K.
Clearly, the thick film data show a net mixing ratio lower

Thus, on the basis of these studi&3}*249.2754%ne might
consider the following picture of uptake processes on vapor
deposited ice. The lower limit of roughly 0.1 formal
monolayers per geometric surface area is observed in studies
on vapor deposited ice. This result is consistent with the data
on macroscopically thick, smooth ice films (data from Hynes
et al?®® and Lee et at%). Only for films thicker than a
micrometer thickness, the uptake rises due to the increasing
porosity of the ice films. To some extent, this picture is
corroborated by Hanson and Mauershefd®ihe mixing

ratio rises according to the relationc O 1/d, as expected

if the HCI was residing on the surface of a homogeneous
ice film. However, even on very thin films, the total uptake

%an exceed the limit of 0.1 monolayer, as observed by

Baroné? (open square with error bar), which contradicts this
concept. In this specific studi,the ice was not grown on
glass, as in all other studies. Thus, one might argue that the
ice morphology is significantly different, which might have
lead to a higher internal surface area compared to ice films
grown on glass substrates, leading to higher apparent uptake.
However, also on smooth nonporous bulk ice samples, high
mixing ratios of about 10*—10"3 have been observed in
the near-surface region of ice using R&upper 0.75:m)

and the dope and probe techniétfé!3°8 (upper some
hundred nanometers). These observations indicate that the
overall uptake of HCI may well exceed 0.1 formal mono-
layers, even on nonporous smooth ice samples.
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Surface Uptake for Other Conditions. In the previous rather the vapor pressure above the ice, which has been
section, we considered studies made at 200 K ané Torr exposed to gaseous HCI. The films are thicker compared to
HCI only. Studies based on the analysis of breakthrough the micrometer thin films in other kinetic studies. We also
curves in flow tubes and Knudsen cells seem to indicate annote that the specific surface area of the ice film was given
uptake per geometric surface area of 0.1 formal monolayeras 8-100 n? g~ for ice that was deposited at 85 K and
as the lower limit. However, when larger ranges of HCI annealed at temperatures between 190 and 260 K. This is
partial pressures are considered, it becomes clear that this isnuch higher than the estimate of 8.2 n? g%, as measured
not the full picture. In three recent studies, much lower by Leu® and Adamsof#?! for ice grown under similar
amounts of HCI uptake were found. conditions. Thus, we speculate that there might be some

At 190 K, for HCI partial pressures from:8 1078 to 10°® unresolved systematic differences between the Henson study

Torr, Flickiger and Ros3l’ derived a surface uptake of and the other ones. It might be that the time scales of the
0.001-0.1 formal monolayers (Figure 23), much lower than €xperiment and the way the HCI migrates through the ice
the one flow tube studies report. Furthermore, the uptake films are worth considering. The authors claim that the BET
strongly rises with HCI partial pressure. This result is based €xperiments using argon showed that the transport into the
on kinetic analysis of pulsed valve experiments on time scalesice film occurs within experimental time scales and con-
shorter than a second. It is corroborated by the analysis ofcluded that there will be no transport limitation for the HCI
breakthrough curves for HCI. Here, for a short period of a to penetrate the ice film within the longer time scales for
few seconds, strong HCI uptake occurred before the HCI the equilibration of the HCI with the ice. It might be worth
uptake became almost constant. The fact that in thekiggar ~ Pperforming experiments with the Henson setup and system-
and Ros$” work only interactions on short time scales are atically varying the film thickness to explore this question.
considered may partially explain why the estimated amount Analysis as in Figure 25 will allow one to determine whether
of uptake is small compared to the one reported in most otherthe HCl is evenly distributed over the whole ice film.
studies, which last at least a few minutes or even hours. Due

to the short time scales of the Ekiger and Ros3t” work 8.4.3. Pressure Dependence of HCI Uptake

any diffusion into the ice bulk or into micropores should be  gq far we have discussed the consistency of the available
of minor importance. Also, any restructuring of the ice gata in terms of magnitude. The pressure dependence can
surface shquld not be relevant dl_mng the short time scalesgive further clues on the nature of the uptake process. For
of the Flickiger and Ross}” experiment. example, @2 dependence may indicate dissociation, while
Lee et al'® reported a lower limit of > 0.02 at 210 K pressure independence may indicate surface saturation.
(Figure 23) for the uptake on airborne ice single crystals  The pressure dependence of the HCl uptake has been
without giving any description of the experimental setup. stydied by some autho?s2132142L7Early estimates for the
Explanations for the comparably low uptake might be the pressure dependence range fromg O Xuci? (ref 35) topue
single crystalline state of the ice particles but also the possibly [ .25 (ref 275) to no pressure dependence of the HCI
short experimental duration in comparison to the flow tube yptake?® Hanson and Mauersberd® argued that wall
studies. effects may have hampered some of the early results of the
For 200 K, Hensoft reported a total HCI uptake as low  pioneering first studies, which posed a substantial experi-
as® = 0.002-0.02 (Figure 23). This result is by far the mental challenge.
lowest estimate of the HCI uptake on ice. In this experiment,  Generally, it is difficult to determine the pressure depen-
the uptake was measured on vapor deposited ice films ofgence of the uptake without variation of pressure over large
about 1 mm thickness (based on the amount of depositedranges. For justification of p22 dependence, varying the
water and the sample holder size). Because the uptake ispressure by an order of magnitude will lead to a factor of 3
given per internal surface area of the ice film, which was change in uptake. Because the reproducibility between two
determined by BET measurements (Table 4), direct com- experiments might be on the order of a factor of 2, it is clear
parison of the Henson data with studies that report the uptakethat the partial pressure has to be varied over ranges large
per geometric surface area is difficult. The only exception enough to override the scatter between single experiments
is the study by Chu et at>? who used their porosity model  to get reliable results. In 1993, Chu et?8.did such an
(which is also based on BET measurements), to estimate th%xperiment using a sophisticated flow tube setup and
uptake per internal surface area. For temperature around 19Ghvestigated the HCI uptake at 188 and 193 K for HCI
K, they arrived at aboud ~ 0.02 (for 2x 107" Torr, asterisk  pressures ranging from:8 10-8to 5 x 1075 Torr (see Figure

in Figure 23), which is still about a factor of 10 hlgher than 23) Here a clear pressure dependm 0 p1/2 was found
the Henson data. Thus, the Henson data seem to pose thgyer the whole pressure range.

lower limit of all measured data. For a temperature of 200 K, we compare the uptake per

It is unclear why the Henson data are comparably low. geometric surface area as function of the HCI partial pressure
For this study, the exact time scale is unknown, but it is for all available studies in Figure 26. Open circles are taken
probably long compared to the 'Fekige’ (less than a  from Hynes et af!® These data show a weak pressure
second for pulsed valve experiments and a few 10 s for dependence. The shaded area shows the data from Hanson
breakthrough curves) and Lon experiments on airborne  and Ravishankar®who found the HCI uptake independent
ice particles. As Henson et #linoted problems to establish  of the HCI partial pressure. Horizontal arrows show the total
equilibrium between the gas phase and the ice film, their yptake measured in a Knudsen cell by Huthwelker ét4al.
time scales are possibly comparable with the one in flow within an experimental duration of 300 s, which is compa-
tube and Knudsen cell studies. rable to the duration of the experiments by HyABsThe

We note that the method of the Henson study is quite data are shown as arrows. The arrow starts at a prepgsure
different from the approach used in flow tubes and Knudsen in the cell with the plunger closed. The tip of the arrow points
cells, as Henson did not measure a breakthrough curve buto the pressure in the Knudsen cell after an experimental
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Figure 26. Comparison of total HCI uptake on ice at temperatures
around 200 K: open dots, from Hynes egHat 205 K; hatched
area, Hanson and Ravishank&taliamonds, Lee et dP5 at 201

K, average of several experiments; open square, Abbatt & al.;
the vertical arrow shows the correction for diffusive kinetics; the
arrow starts at the original dati#tey), and the tip of the arrow
points toward the time corrected pointt=300s)= N(texp)(tnorm'

)2 open triangles, integrated amount of Cl in the near-surface
region (upper 0.7%m) of bulk ice measured with RBS for 6.9

1078

Huthwelker et al.
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Figure 27. Pressure dependence of uptake kinetics on vapor
deposited ice.H;DY2, as derived from an asymptotic fitting
method4as a function of HCI partial pressure at 203 K. The solid
line marks the iceliquid phase boundary. The dotted lines mark
the uncertainty of the phase boundary due to the error in the pressure
measurement. Note that the relatiBiD? O p~12 is valid over
the whole range of HCI partial pressure in the ice stability domain.
Once the HCI partial pressure rises to the liquid stability domain,
H3D7 rises, which indicates enhanced uptake of HCI due to the
melting of ice. (Reprinted with permission from ref 214. Copyright
2004 American Chemical Society.)

107 107

and 2.6 h HCI exposure times; the arrow points to data corrected HC| uptake is about a factor of 4 higher compared to other

for diffusion-like kinetics to the time scale of 300 s (filled triangles);
horizontal arrows, ref 214, total integrated uptake after 300 s; the
end of the arrow markpy; the tip of the arrow markp; after 300

s; dotted lines, parametrization for total HCI uptake, as given in
ref 214 for experimental times of 1800 and 3600 s respectively;
solid line, parametrization for total HCI uptake, as given in ref 214
for experimental times of 300 s. (Adapted with permission from
ref 214. Copyright 2004 American Chemical Society.)

duration of 300 s, which is roughly comparable to the
duration of the experiments by Hyn&$.The data from Lee
et al. are given as filled diamonds. Interestingly, after taking

the total experimental time into account, these three studies.

coincide within a factor of 23 in total uptake, despite the

fact that we compare experiments on smooth and vapor

deposited ic&'3214405This observation may indicate that

under such short time scales the diffusion into the porous

ice film is of less importance.

While the data from Huthwelker et &l¢ suggest g'?
dependence of the total uptake, Hynes et'&found a

studies.

It is important to note that also stronger dependencies than
0 0 p*? have been observed, most notably in the work of
Hensoi! and Flickiger/® as it is shown in Figure 23. In
both studies, sophisticated models have been used to simulate
the adsorption isotherm. The work of Ekiger is based on
the analysis of pulsed valve experiments, designed to study
the adsorptiorrdesorption kinetics on time scales of seconds
or less, which is very short compared to the previously
mentioned studies. Thus, one may speculate thatkiger
et al. have investigated the interaction of HCI with fresh,
unexposed ice. It is conceivable that HCI, which has a strong
interaction with hydrogen bonds, may restructure the surface.
Thus, experiments with a longer time scale will give a
different answer, because with time the H@ie interaction
may change the nature of the ice surface.

A different approach to study the pressure dependence is
to investigate the kinetics of the tailing. As further described
in the following section, there is a body of experimental
evidence (see refs 22, 42, 83, and 214) that the tailing of

slightly weaker dependence. This was interpreted as the onsefy,q preakthrough curve has a diffusion-like kinetics. Based

of the surface saturation of a Langmuir isotherm, and Hynes

et al. derived a Langmuir constant by fitting the dissociative

Langmuir adsorption isotherm, eq 58, to their data based on

this assumption.

Less coincidence occurs when the data from Abbatt et al.

on experimental observation, the kinetics of the tailing can
be described by eq 84, and the quantityD? can be
determined. For HCI uptake, it could be shown that the
proportionalityHsDY? [0 p~*2 holds, as shown in Figure 27.
This result corroborates the concept that all HCI may indeed

(open square) and Hanson and Mauersberger (hatched areaje taken up by diffusion into a yet unknown reservoir and
are considered. The Abbatt and the Barone data are shownhat the HCI dissociates upon uptake into that reservoir.

as arrows. The arrow starts at the original data point. The

tip points toward a rescaled value usingt'& law. The
rescaled value was calculated DYcaied = Norig(to/texp)*?
(Nscaiea= the rescaled valu@y,:ig = the originally published
data point;ty = the reference time of 300 4, = the

In summary, experiments on the pressure dependence give
an inconclusive picture. However, except the observation that
the HCI uptake rises with HCI partial pressure, there seems
to be not even a convergence of the observed pressure
dependence in recent work: Hynes (2001) observed only a

duration of the experiment). After rescaling, both the Barone very weak pressure dependence (but on a limited range of
and the Abbatt data come closer to the other data; howeverHcl partial pressures); Huthwelker (1999, 2004) reported

a factor of 3 remains as difference.

pY2for the total uptake and fddsD*2 Fliickiger et al. (2003)

In contrast to all other studies, Hanson and Ravishankaraand also Henson et al. (2004) reported that the total uptake
(hatched area in Figure 26) reported the HCI uptake to berises stronger thang@’? law, but both groups report different

independent from HCI partial pressure. For a HCI partial
pressure of 2« 1077 Torr, the time scale is given as 5 min,
which may allow comparison with the other data. Here, the

pressure laws.
This is a very unfortunate situation for applications in
atmospheric research. Often laboratory experiments are
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performed at pressures higher than those in the atmospherewhat is the reservoir for this slow uptake process? With the
and extrapolations are needed to assess the surface coveragature of the tailing unexplained, the practical question arises
under atmospheric conditions. Thus, knowledge of the correcthow to analyze measured breakthrough curves and how to
pressure dependence is of crucial importance to derive theinterpret the total observed HCI uptake. Clearly, this question
uptake for real atmospheric conditions. Furthermore, models can only be answered once we understand the nature of the
for surface reactions often depend on estimates of the surfacaiptake process. In the absence of a generally accepted

coverage to calculate reaction rates. Again, extrapolationsunderstanding, several approaches have been taken.

are needed to calculate reaction rates for atmospheric Two-Third Criteria.

A pragmatic approach to this

conditions. These parametrizations may be doomed withoutproblem has been suggested by AtfBathd is used by other

knowing the correct surface coverage and the correct kinetic
parameters for the trace gas/ice interaction.

8.4.4. Implications from the HCI Uptake Kinetics

Experimental Observation of Tailing in Breakthrough
Curves. Abbatt? was the first to note that the tailing of the
breakthrough curve for HNQuptake on ice in a flow tube
experiment displays similarity with the kinetics of diffusive
processes and could be fitted using eq 103. Similarly, for
HCI uptake on ice, long-lasting tailing of the breakthrough

authorg®® as well. The surface uptake is considered to be
finished once the breakthrough curve rises to two-thirds of
its initial value. This point was chosen because here a strong
change in the shape of the breakthrough curve occurs. This
may indicate a transition point from the dominance of the
initial fast uptake on the ice surface to slower processes
dominating during the tailing period.
However, if the tailing follows a diffusion-like uptake

kinetics, the impact of the tailing may depend on the specific
setup of the flow tube or Knudsen cell. For a pure diffusive

curve has been observed as well by several authors. Examplekinetics, the time for the breakthrough curve to recover to

can be found in both flow tube (refs 22 and 407, Figure 28)
and Knudsen cell studies on thick ice films (ref 214, Figure
17), but also on very thin films~50 nm; ref 22, Figure
28). Interestingly, in the flow tube study of Chu et@&Fthe
observed tailing was less but increased with increasing film
thickness (see Figure 22).

Tailing and diffusion-like kinetics poses important ques-
tions. First, what is the physical nature of the tailing, and
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Figure 28. Tailing of breakthrough curves with diffusion-like
kinetics during HCI uptake on ice. Bottom panel: Breakthrough
curve in a Knudsen cell taken from Figure 6A in Barone e®al.
(open circles); the HCI pressure is calculated from the total flow
into the cell (3.5x 10 molecules s!) andA, = 0.17 cn%; solid
line, kinetic model for diffusive kinetics in the Knudsen cell
simulated with eq 83 forH;DY2 = 14 m s¥2 Top panel:
Breakthrough curve in a flow tube taken from Figure 5 in Abbat et
al 83 (crosses); solid line, simulated breakthrough curve for diffusion-
like uptake kinetics as calculated with eq 103 F§jDY? = 3.5 m

s Y2 assumingdice = 90 cn?, gas speed = 7 ms%, and ice length

= 50 cm. These values are chosen such that the integrated uptak
within 35 min yields 3x 10" molecules cm?, as is stated in the
original paper. For comparison, see Figure 17.

?/5 of its final value isty3 rr = (XAsHdDY¥/(In(3/3)vV))2 in a
flow tube (eq 103) andyskn = (4AsHJDY?(Veke))? for a
Knudsen cell (eq 84). In both cases, the characteristic time
depends on instrument parameters, such as ice surface area
A, gas velocityy, or escape rat&. The total uptake per
surface areans, becomes independent from instrument
parameters only in the diffusive limit, where the total uptake
follows the time dependences = 2ngHiDY4(t/7)2 (see
Figure 17). Therefore, when the total uptake is calculated
by integrating the breakthrough curve to the instrument-
dependent characteristic timyg, the result will also depend
on instrument parameters (i.e., #@/(Vcke) in a Knudsen
cell or xAd(vV) in a flow tube). As a consequence,
investigating the same system with different instrumentation
may lead to different results, that is, the contribution of the
tailing period to the measured uptake will be different in
different setups. This effect has been demonstrated when
experiments on SQuptake into packed ice beds that were
performed on different experimental time scales were
compared’?

Furthermore, it must be noted that the impact of a
diffusion-like t*2 tailing on the overall uptake can be strong
compared to a tailing with exponential decay. An uptake
coefficient with a kinetic lawy(t) O t~1 leads to infinite
total uptakeNi 0 f5y(t') dt’ ~ t¥2 (only prior to saturation
of the reservoir). In contrast, if the tailing is governed by
first-order kinetics, the tailing obeys an exponential time law,
y(t) O e, and the integrated tailing leads to a finite
contribution to the total uptakeNy O [y (t') dt' = 1/4.
Thus, on instruments with high sensitivity, the relative
contribution to the overall uptake can be much higher in
systems with diffusion-like kinetics compared to systems
where the tailing follows a first-order kinetics. At present,
this aspect of uptake kinetics is widely unexplored.

Asymptotic Fitting. Based on such arguments, an alterna-
tive approach was taken by Huthwelker et?t:2%° who
analyzed the tailing of the breakthrough curve using a
diffusive model. Figure 17 shows the breakthrough curve
for HCI in an uptake experiment on vapor deposited ice in
a Knudsen cell. The slow recovery of the signal can be fitted
by the kinetic equation for diffusive uptake processes
ésee eq 85 fot > 1000 s (dotted line in Figure 17, see ref
409). From this procedure, the quantityiD¥? =
(ke TKHID/po) Y2 was derived (see also section 8.4.3).
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Table 6. Estimated Values forHzD*2 for HCI Uptake on Ice, Calculated from Data Taken from the Literature @

author T (K) ice type d (um) Prcl (x 107 Torr) HY D (m?s™h H:DY2 (ms?2)
Thibert and Domin& 200 sc 0o 5 7.2x 1C° 10716¢ 7.2x 1072
Thibert and Dominé& 200 sc 0o 5 7.2x 10° 4 x 10718d 45x 108
Abbatt et a® 200 vp 35 4 3.5
Barone et af? 200 vp 0.051 6 14
Huthwelker et af4 200 vp 3-50 5 p
HCI in water 200 lig water 1 5.5 10ton 1.6 x 10712 7 x 10

aKey to columns: T, temperatured, ice thickness. Ice types: sc, single crystalline ice (note that different methods were used to grow single
crystals in refs 73 and 78, 241); vp, vapor deposited ice; bulk, polycrystalline ice, grown from liquid maietdCl partial pressure in the
Knudsen cell;Hj, dimensionless Henry's Law constari, diffusion constant®? From diffusion into the upper 2@m, by slicing the ice.
¢ Calculated from HCI solubility and diffusion constant as given in Thibert and DoflifeCalculated from HCI solubility as given by Thibert and
Doming’® with single-crystal diffusion constant at 190 K taken fronidKiger?** € Calculated from Figure 5 in Abbatt et &F.see Figure 28.
f Calculated from Figure 6A in Barone et &.see Figure 28 See Figure 27" Henry's Law constant calculated from Ref. 1 Diffusion constant
for HCI diffusion in 35 wt % sulfuric acid solution at 200 K from Ref. 410, the diffusivity in water is possibly even larger. Unless otherwise stated,
all calculations assume an ice densifylog cnrs.

The authors determined the nondiffusive uptake using Assuming the solubility/ and diffusivity**? of HCI in water
several methods, by taking the difference between total andwould lead toH D2 = 7 x 10* ms 2, about a factor of

diffusivg uptake, by numerical simylation ofa Lan_gmgir type 100 larger than the value fo1:D2 derived for the uptake
adsorption on the surface and simultaneous diffusion into o jce.”Assuming the solubility and diffusivity of HCI in

the ice bulk, and by application of the two-third criteria. the grain boundary or triple junction system to be close to
a factor of 4. While this approach uses a physical and kinetic reservoirs cover only a small fractioa, of the ice surface.
model to treat the tailing, quite difficult experimental Tnys, the effective value fdrsDY2 will be reduced by the
problems may occur. To determiffD'/, the kinetics of a  factore, if we neglect any transport by surface diffusion from
small differencepo — pr in the tailing region of the the crystal surface to the grain boundary. Eor 1072—

breakthrough curve has to be measured with accuracy. For10-3, one would arrive in the correct order of magnitude for
a practical matter, this is only possible if the experimental y*pi2 i the kinetic studies.

setup allows very high accuracy and stability. This interpretation will hold for the measurements in refs
Interpretation of HiDY2 While it appears probable that 83 and 214 because these experiments have been made on
the observed tailing is due to diffusion, this has not yet been thick ice films. The diffusion time through the ice film can
proven in direct experiments, which analyze the solid phase.be calculated byAt = (Ax)2D, which must be small
At present, the reservoir for the uptake during the tailing compared to the experimental duration; otherwise the tailing
period is not established, and the question is how to interpretshould deviate from &2 law. Thus, the maximum diffusion
the kinetic quantityHz;D2. In Table 6, we comparkliD? constantDpay is about 6x 10713 m? st (for ref 83, based
as derived from flow tubes or Knudsen cells (refs 22, 83, on 35um, 2100 s duration) and 8 10 m? s™* (for ref
and 214; Figure 28). Typical values are between 1 and 10214, based on 1(:m thickness and 3000 s duration).
for 200 K and about 5 10-® ms *2Torr HCI. This is about  Although these values are a factor of-1000 smaller than
2 orders of magnitude larger th&,D? if estimated from the estimate for the diffusion in an aqueous sulfuric acid
the solubility and diffusivity of HCI in single crystalline ice. ~ solution, this might be consistent, because the diffusion in
Thus, the tailing cannot be due to the diffusion of HCI into confined liquid reservoirs could be slow compared to the
the bulk ice matrix. diffusion in bulk water. However, the work of Barone et
A possible process could be the diffusion of HCl into the al?> was performed on films of 51 nm thickness. From the
grain boundaries or veins of the polycrystalline sample. Such experimental duration of 3000 s, we calculate a maximum
reservoirs are possibly liquidlike, as it has been shown for diffusion coefficient of 9x 107 m? s%, which is as low
triple junctions at higher temperaturés4:.142\e also note as the diffusion constant of HCl in ice single crystals. If grain
that the accumulation of HCI in grain boundaries and veins boundaries were the reservoir for the uptake process also
has been shown on ice samples frozen from HCI solufidpns. 0On thin films, the effective diffusion constants would have
However, from a thermodynamic point of view, this is a quite 10 be on the order of the solid-state diffusion, which would
different situation. When an HCI solution is frozen, a two be somewhat surprising.
phase system will form, consisting of a bulk HCI solution ~ In the picture of a diffusive uptake, the overall rate of
and ice. In contrast, for uptake experiments in the ice stability uptake during the tailing is solely determined by the product
regime, a macroscopic aqueous HCI solution would not be H{D¥2. Thus, even for very slow diffusion, the rate of
stable, unless surface forces lower the chemical potential ofuptake remains constant, if the solubility is high enough. In
the solution in the confined reservoir, similar to the ones consistency, the study by Barone et“ghows a comparably
responsible for the formation of surface disorder on ice (cf. large total amount of HCI taken up, both in terms of uptake
section 2.2). per geometric surface area and also in terms of mixing ratio
Grain boundaries are interfacial reservoirs, and the diffu- in the ice film (see Figure 25). In this work, and also in the
sivity in these reservoirs is possibly higher than that on solid experiments on vapor deposited ice by Hanson and Mauers-
ice but lower than that in liquid water. This has been shown berge?*® (see Figure 25), HCI mixing ratios well exceeding
for the self-diffusion of water in the quasi-liquid layer on the solubility limit in ice single crystaldhave been observed.
pure ice at temperatures close to the ice melting p8it.  While both these studies were performed on thin films, there
However, no data are available for the diffusion of HCl into is also evidence for similarly high HCI mixing ratios in the
ice grain boundaries at 200 K. near-surface region of ice on thicker ice films and even on
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single crystalline ice. The measurements byckiger et 10.00
al.’8241 and Aguzzi et af®® using the dope and probe
technique yield information about the HCI concentration in
the near-surface region and demonstrated that the HCI
diffuses from the near-surface region into the ice bulk. Here
also, high HCI mixing ratios in the upper 300 nm of
order 102 to 10* have been found.

In addition, the RBS study of Huthwelker et al. determined
the HCI composition in the ice using Rutherford back-

coverage [ML]

scattering. In the RBS study, ice was frozen from liquid water 005,4 52 50 48 46 44 42

and the HCI concentration in the upper 0.7ZBn was 1000./T [K]

measured. Also here, high concentrations of some 0.1% haverigure 29. HCI surface coverage per geometric surface area

been found. (expressed as equivalent coverage on ice as a function of inverse
Based on these observations, a slightly different picture temperature for HCI partial pressures close to°IDorr): crosses,

from the one derived in the previous section would emerge: Chu et al?>2 asterisks, Leu et al?,with the biggest asterisk marking

S

. . . . - data on the thinnest ice film; filled diamonds, Lee et@rescaled
HCl is readily taken up onto the ice. It diffuses into the near- to an HCl partial pressure of 18 Torr, assuming 2 0 pY2

surface region, where the HCI solubility is much higher than gependence; filled triangle, Huthwelker et %, nondiffusive
the one in ice single crystals, but with a diffusion constant component, as derived from asymptotic fitting; open triangle,
as typical for the diffusion in ice single crystals. One may Huthwelker et al2'* maximum total uptake in the experiment for
speculate that a possible explanation could be that the HCI1800 s duration; shaded area, Hanson and Ravishaffkapen
slowly restructures the near-surface region of the ice surface,circles, uptake on Ssmt?oth ice, taken from Hynes et‘élfilled
which leads to a high solubility, while the kinetics of this ~Sduare. Abbatt et aiwith the point marking an average of 5 and

is effectively limited b lid-state diffusi 35 min experimental duration data, which define the error limit
process IS eliectively imited by sofid-state dritusion. shown; open diamond, Sokolov et8.(average data point from

Controversy about Bulk and Surface Processesin all data between 1 and A 106 Torr HCI); solid line, Arrhenius
summary, the occurrence of a diffusion-like kinetics is a well type fit to Hynes et al. data only (note that this fit slightly deviates
established observation. Interestingly, it has been observedrom the best fit suggested by Hynes etZ?t.which is based on
on both macroscopically thick and ultrathin ice films, with %.he prcra]cu(rjsor med:‘ated gpr)]take ggdez; ?I]aszed line, ﬁrrhﬁ_mus type
comparable kinetic constants. However, the nature of this f:}ng(; tbyel_eal}?gset rom Chu et &-and the data on the thinnest
process remains unexplained. One might speculate that one '

explanation could be the formation of a surface layer with s glightly rising uptake toward lower temperatures. For
enhanced solubility for HCI in the near-surface region. This simplicity and guidance of the eye, we have fitted an
layer would form on the surface of any type of ice, leading  aheniys type temperature dependence to the Hyne<t al.

to similar kinetics, independent from the ice morphology. a3 From the temperature dependence, the authors derived
But also the diffusion into grain boundaries and triple hq free energy of adsorption ag48.9-+ 2) kJ/mol. Within

j(;’.][‘fCtiQns.WOUId pebcon%eiyable, ('jf o_nle assumes that the 5 t5ctor of 3, several data sets, mainly the ones on thin films,
Iffusion into grain boundaries and triple Junctions Is Very 4n,56ar consistent (i.e. Chu et &R Leu et al’® for the data

slow. Because these microscopic reservoirs possibly contain, 't thinnest films, the Lee et 4F data, the total uptake
highly concentrated solutions, the net mixing ratio in the

. . within 1800 s experimental time as determined by Huth-
near-surface region would be higher than that expected for,, o |cer et al214 the data from Hanson and Ravishank&ra
HCI dissolved in ice single crystals. Now, if the solubility 5.4 the data from Sokolov and Abi4R). '

and diffusion are roughly equal in these reservoirs, one would ~ ~,,, et a2 measured the HCI uptake on thin vapor

also ol_aserve a similar diffusion-like kinetics, independent deposited films at two different temperatures, lower than
of the ice morphology. ) those in the studies discussed so far. For both temperatures,
Currently, none of these potential bulk processes have beery yide range of pressures was studied. As the observed
show_n in direct experiments. Thus, in short, the nature of pressure dependence shows a very gtadependence, with
the high HCI concentrations in the near-surface region and ey |ittle scatter (Figure 23), the temperature dependence
the diffusion-like kinetics remains unexplained. Indeed, the \yithin the Chu data appears to be well established. Again,
whole topic is controversial. The uptake has been interpretedsitting an Arrhenius dependence (dashed line) to the Chu
as pure adsorbate on smooth or porous ice surfaces (e.g. refgata and the data on the thinnest films from Leu, we find
75,217, 255, 406, and 411), or in terms of diffusive processesthese two data sets to be in good agreement. Furthermore,
into the bulk or the near-surface region of ice (e.g. refs 214, the Arrhenius line is close to the lower error limit for one of

217, and 241). The answer to this question is of key the | ee et al. data points and also the nondiffusive uptake
importance to this research field. It affects not only the a5 determined by Huthwelker et?f.

interpretation of uptake experiments but also the formulation  Thys, py taking data subsets, two different temperature
of models to parametrize uptake processes and chemicaljependencies may be derived: aweak one, as suggested from
reactions in atmospheric models. The authors of this review the Hynes et al. data for temperatures above 200 K, and a
suggest that further research should be devoted to explorlngstrong one, based on the Chu data for temperatures below
this question. 200 K. The reason for this observation remains unclear. In
principle, the HCI uptake does not need to follow a simple
8.4.5. Temperature Dependence Arrhenius-like 1T dependence. Such complex non-
Consistency of DataAs most data are available at a HCl Arrhenius-like temperature dependencies occur, if the overall
pressure of 1€ Torr, we restrict our consideration to this process is governed by several individual processes.
pressure. The temperature dependence of the HCI uptake data The temperature dependenceHfD? was investigated
is shown in Figure 29. For the total uptake, the overall trend for temperatures between 190 and 203'and within this
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small temperature range no temperature dependence wasand a strongly accelerated uptake kinetics has been observed
found. This might be due to the fact that the temperature by many autho®-?14232(see also Figure 27).

trends of solubility and diffusion are opposite. For HCI, the  In principle, an adsorption isotherm of HCI on ice may
trends of these individual processes are not known. Basedbe defined even in the hydrate existence regime, if the new
on measurements of the HN@liffusion into ice single phase has not nucleated and ice still exists as a metastable
crystals, H;D2 should rise toward lower temperaturés.  phase. For example, based on spectroscopic evidence,

We note thatD2 does not show any temperature depen- Henson et at! demonstrated that the hexahydrate will
dence for the dissolution of HCI in cold sulfuric acid nucleate only if HCI partial pressures range far into the
solutions318 hydrate stability region. Also, Fakiger et ak'” analyzed
Currently the nature of the experimentally observed 9@S pulses for very different thermodynamic conditions,
temperature dependence is not well understood, and therdncluding HCI partial pressures high enough to form hydrates,
are several possible explanations. There might be two and derived an _adsorp_uon isotherm which extends well into
different states for HCI on the ice surface, which lead to a the hydrate regime (Figure 23). _
non-Arrhenius-like temperature dependence. Also, a different  Both groups derived adsorption isotherms from their data,
degree of diffusion at different temperatures may lead to suchand it is obvious that both isotherms do not coincide (Figure
effects. In some way, this explanation is closely related to 23, lines labeled Hen 190 and FHB 190). While the
the concept of two different adsorbed states, as the strongefFlickiger data suggest a rise by 2 orders of magnitude at 3
bound state would correspond to HCI diffusing into the ice. x 107 Torr, the Henson data show only a modest increase
We note that Flakiger et al’® have pointed to such an of the up.take. Furthermore, the Henson isotherm levels off
interpretation. Furthermore, in section 2.3.4 we show the at & maximum surface coverage of{2) x 10** molecules
mathematical equality of the kinetic precursor model with a €M%, which is the surface coverage where the nucleation
surface model assuming a Langmuir type adsorption and pf a new phase occurs. The interpretation of this dlfference
subsequent diffusion into the bulk. Another possibility could S unresolved and might be due to very different experimental
be that different setups have different sensitivities to different Protocols used in both studies.
elementary processes. For example, experiments with longer
time scales may be more sensitive to slow, diffusion-like 8.5. HBr and Hl

processes, while experiments on short time scales are more Hydrate Stability. For HBr and HCI, a similar behavior

surface sensitive. Furthermore, we note that the Hynes datgg oy pected upon uptake on ice. Both acids readily dissolve
were taken on smooth ice, while all other data were taken and dissociate in water according to the Eigéustin

on vapor-deposited ice films. Thus, it might be that data on o -hanisni®3 This physicochemical similarity is also re-

vapor-deposited ice are more surface sensitive and exhibit aqe 1o py the similar shapes of the HCl/ice and the HBrlice

stronger temperature dependence than data on smooth ICBhase diagrams (see Figures 5 and 7). For the same
films. temperature, the amount of HBr dissolved in an HBr solution
at the ice/liquid coexistence point is similar to the one of
the HCI solution at the ice/liquid coexistence paifit.
This review is restricted to uptake processes in the ice However, as HBr is much more soluble in water than HCI,
stability regime. But as the formation of hydrates, or the the acid vapor pressure at the ice/solution coexistence line
melting of ice, may sometimes occur in experiments once is much lower for HBr than for HCI. Consequently, ice can
sufficiently high HCI partial pressures are used, we briefly coexist with HCI vapors of pressures up to~1(orr (at
discuss some aspects of uptake experiments of HCI under—20 °C), while HBr vapors as low as 107 Torr will melt
conditions where ice is no longer the stable phase. Thisice.
regime is defined by a set of temperatures and HCI partial ~ At low temperatures (below205 K for 107 Torr of HBr)
pressures as shown in the HCI phase diagram (Figure 5; se@r at higher HBr partial pressures, hydrates can form. The
also ref 170). From a thermodynamic point of view, there is |ocation of the HBf2H,O, HBr-3H,0, and HB¥f4H,O
a fundamental difference between uptake processes insidehydrates in the phase diagram has been determined experi-
and outside the ice stability regime. In the ice stability mentally by Chu and Chir! The HBr5H,O hydrate has
regime, ice remains a stable solid phase, with a certainbeen proposed to fill the region between ice and the-HBr
amount of HCI taken up on the ice surface and/or dissolving 4H,0 hydrate, but this has not yet been experimentally
into the ice. In contrast, at higher pressures, hydrates mayverified *? Stratospheric hydrobromic acid partial pressures
form. are around 10" Torr## Thus, in the atmosphere, ice and
However, the situation is more complex due to the not HBr hydrates is the stable phase in the presence of
nucleation barrier, which has to be overcome to form a new atmospheric HBr vapors.
phase. For entropic reasons, transitions from the solid to the When investigating the HBr/ice interaction, care must be
liqguid phase have very low nucleation barriers. This is taken to ensure the thermodynamic stability of the ice
especially true, if surface premelting occurs, as the nucleationsubstrate by establishing sufficiently low HBr partial pres-
germ already exists on the ice interface even in the ice sures. This experimental challenge is reflected by the fact
stability domain. In contrast, the transition from the liquid that there are no data on the HBr uptake on ice in the ice
to the solid phase, or between two solid phases, is oftenstability domain available (see Figure 30). This review is
kinetically limited. A famous example is the abundance of concerned with uptake processes in the ice stability domain.

8.4.6. Uptake in Melting and Hydrate Stability Regimes

supercooled liquid aerosols in the stratosptiéfe2+13(For However, for illustrative purposes, we briefly discuss the
discussion of hydrate formation in the HCl/ice system, see available studies on HBr uptake on ice. Studies on the HBr
refs 21, 170, and 337 and references therein.) uptake in the hydrate regime illustrate the nature of the acid/

Indeed, the phase transition of solid ice to an aqueous HClice interaction under these specific thermodynamic conditions
solution induced by high HCI partial pressures occurs easily and apply also to other acidic gases such as EbCHCI.
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g 3 |H al 1 Figure 31. Principle of HBr uptake with subsequent hydrate
a 108 2O T T - formation. Solid line, water partial pressure; dashed line, HBr partial
pressure. Phase I|: steady-state uptake of HBr onto ice,pyith
10710 O 7 given by the evaporating ice. Phase II: after all ice is evaporated,
- pr,0 decreases, whileyg, rises according to the Gibb®uhem
10712 . . — relatior> (pHBrpﬂzo = constant, which allows determination of the
250 200 150 100 HBr hydrate composition). Phase Ill: evaporation of the entire
T K] sample.

Figure 30. ThermodynaoTic conditions of TEIF uptake eXperingntS- has three stages. During phase |, steady-state uptake of HBr
Diamond, Hanson et %' P, Percival et ali* A, Abbatt et al; is observed. Note that the flow tube is not humidified. Thus,

B, Barone et al?2 C, Chu and Chd%?R, Rieley et al#1®H, Hudson A - .
et al*’ For details, see the text and %’able 7. Dotted lines, evaporating ice at the tube inlet serves as humidity source

approximate hydrate coexistence curves, calculated by linear for the ice in the downstream region. As long as ice exists
extrapolation of the phase boundaries taken from Chu anc@hu. in the flow tube, it has a water vapor pressure higher than
any of the possibly forming hydrates, thus forcing the water
Available Data. The uptake of HBr on ice has been partial pressure to the value of the ice vapor pressure. As
studied by several autho#g!71:314402:404,411.43817 |n practi- long as there is enough ice in the tube to define the water
cally all studies, a continuous steady-state uptake of HBr partial pressure in the tube, only a eutectic solution or the
has been observed. In flow t&*®and Knudsen cell  hypothesized HBEH;O hydrate could form on top of the
studies®* the HBr partial pressure dropped to the vapor ice surface.
pressure of the eutectic solution, once HBr partial pressures Phase Il starts when the water partial pressure in the flow
were in the liquid stability domain. This indicates that the tube decreases, due to complete evaporation of the ice. Now
HBr vapor readily melts the ice. Steady-state uptake, with the water partial pressure is defined by the remaining hy-
uptake coefficients between 0.03 and 0.3 (see Table 7), haglrate in the flow tube. For thermodynamic reasons, the HBr
also been observed in the hydrate stability domain in uptakevapor pressure of the hydrate is related to the HBr vapor
experiments with HB#/1492 HNO3,%42 and HCI?? During pressure of the hydrate by the GibH3uhem relatiof®
steady-state uptake conditions in the hydrate stability domain,K = pugpy} o, With n being an integer an& a constant
ions, such as the 4" ion, form readily? (see section 6).  which depends only on temperature. By observing the integer
However, this does not necessarily imply that hydrates indeedn = 2 orn = 3, the formation of the di- and the trihydrate
nucleate, as has been demonstrated for the #ibOsystem  on the ice surface could be showhAs the total amount of

by Hudson et at*® using FTIR spectroscopy. absorbed HBr is very low, the hydrate evaporates readily
Evidence for Hydrate Formation in Flow Tube Experi- during phase lll. By this method, Chu and CHiconstructed

ments. The formation of HBr hydrates during the exposure the hydrate locations in the HBr/ice phase diagram.

of ice to HBr was shown by Chu and Hef8hand Chu and Total Uptake Measurements of HBr and HI and

Chut™tin a flow tube study. The principle of the experiment Coadsorption. Chu and co-workers performed several
is illustrated in Figure 31, where we show a sketch of the studies to determine the total uptake of FiBand HF®and
HBr and HO signals at the flow tube exit. The experiment also the coadsorption of HBr with HCI! In their experi-

Table 7. HBr Uptake on Ice

Oequi thermodynamic
author methotl T (K) puer (x107°6 Torr) (x10"%cm™?) y regime
Hanson and Ravishankéfa FT 200 0.4 >5d melting
Abbatt'ts FT 228 5-12 50 ~0.3 melting
Rieley et a6 e 80—130 0.00000450.000045 1+£0.05 hydrate
Chu and Heroff? FT 188, 195 0.376.4 0.11-119 hydraté
Seisel and Ros&f KN 190 not given 0.250.6
Chu and Chirt FT 188 0.04-10 ~1-100° hydrate
Barone et af? KN, IR 185-210 20-4000 >0.02 melting/hydrate
110 hydrate (?)
Hudsortt” LITD 140 (0.03-0.14) 0.61+ 0.05 hydrate
100 0.24+ 0.05 hydrate
Percivaf'? FT 200-233 156-660 0.03+ 0.005 melting
<212 >0.1 hydrate (?)

a Abbreviations: FT, flow tube; KN, Knudsen cell; LITD, laser-induced thermal desorptihe thermodynamic regime is estimated on the
basis of temperatures and HBr partial pressures used in the experiment; it is often not clear which hydrates indeed nucleated in the experiment.
¢ HBr pressure of inflowing gas; pressure dropped during steady-state uptake as lowXs 6Torr. ¢ Unlimited uptake, steady-state sigfate
was exposed to a molecular beam of acid molectil€se total influx of gas molecules directly onto the surface 0?16 10'* molecules cm?
was used to estimate the HBr partial press@ikotal uptake before evaporation of sample starts; seet@&essure calculated from orifice size
assuming a temperature of 202 Kdydrate formation at high HBr flow ratesHBr phase diagram not established at these low temperatures and
partial pressures; hydrate stability region estimated on the basis of extrapolations in Figure 30.
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ments the authors report clear relations of the féri pf
for the equivalent coverage as a function of the applied partial
pressure, witlf being a number which is characteristic for

Huthwelker et al.

which were frozen from deionized water following a
procedure originally described by Abbé&ttin all studies, a
strong initial uptake with some tailing was observed, similar

the specific system. The observed uptake often exceededo the results of uptake experiments on HCI. The tailing was

more than a monolayer. Chu and CGHualso studied the co-
uptake of HCI and HBr on the same ice films. Here, the
authors found that the total amount of HBr is anti-correlated
to the amount of HCI on the ice surface and vice versa.
As ice is not thermodynamically stable under the experi-
mental conditions, there are several interpretations of the
reported total surface coverage. First of all, the observed
coverage might be interpreted as the equilibrium surface
coverage of the trace gas on metastable ice. However, th
authors reported that in most experiments a final peak
occurred, which indicated hydrate formation (see Figure 31).
Thus, one might speculate whether the total amount of trace
gas taken up in the time prior to hydrate formation should
be interpreted as the amount needed for forming the
nucleation germ for the hydrate on the ice surface.
Summary. Hydrobromic acid vapor readily reacts with
ice, and hydrates or liquid solutions form easily. It is to be

expected that HBr uptake processes are very similar to the

G

treated by the two-third criterion, or related approaches, to
infer the end of the surface uptake. As shown below, these
studies yield a quite consistent picture.

Reversibility of HNO 3 Uptake. Another issue of inves-
tigation is the question of whether the trace gas is absorbed
reversibly. Ullerstam and Abb&tt performed adsorption/
desorption cycles in a flow tube experiment. In these
experiments, the injector was first moved upstream to expose
he ice. As a consequence, a strong uptake of EiN@s
observed. After a certain time period, the injector was moved
downstream to the end of the flow tube. For a very short
time period of the initial exposure, no desorption of the
absorbed HN@was observed, which led the investigators
to conclude that a part of the HN@ taken up irreversibly.
However, the larger the initial exposure time (i.e. once the
tailing of the breakthrough curve starts), the larger the amount
of HNOs desorbing from the ice.

ones of HCI. However, as there are no uptake experiments A second important observation is that less HN&Xaken

in the ice stability domain, the adsorption isotherm in the
ice stability domain, and thus for atmospheric conditions,
remains unknown.

8.6. HNO3

Nitric acid, HNG;, has similar properties as the strong
halogen acids. It is a strong acid, which dissolves in water,
where it rapidly dissociates.

H,O + HNO, — H,O" + NO;~ (116)
The ice/HNQ phase diagram has similar properties as the
one of HCI or HBr (see Figure 6). As HNGolutions have
very low HNG; vapor pressures, ice melts already in the
presence of HN@partial pressures as low 10Torr. For
higher HNQ partial pressures and for lower temperatures,
hydrateg* most notably nitric acid trihydrate (NAT), which
is also found in polar stratospheric clouds, may form.

8.6.1. Studies on HNOs Uptake on Ice
The gas/solid partitioning between HN@nd ice has been

up onto the ice surface, in a second exposure on already
exposed icé??15 Similar observations have been reported
for HCI,2**which indicates the similarity of the HCl/ice and
the HNGQy/ice interaction. This observation corroborates that
part of the HNQ is taken up irreversibly into a strongly
bound state at the ice surface, where the HXgnains and
blocks further adsorption onto those strongly bound sites.

Those strongly bound states could, in principle, be caused
by alkaline impurities on the ice surface, which react with
the acid. The impact of impurities on the uptake process has
been addressed by Ullerstam and AbB&ttyho performed
HNO; uptake experiments on ice films, which were frozen
on different types of water, such as deionized water and
ordinary tap water. Larger uptake of HN@as observed
on ice frozen from tap water, but the authors noted also that
the morphology of the tap water films was somewhat
different. Thus, differences in uptake could also be caused
either directly by differences in impurity concentrations or
by differences in the ice morphology.

Other Laboratory Studies. Several other approaches have
been taken in laboratory experiments. Arora ¢t&studied

investigated in laboratory studies (see Table 8), using packedthe uptake of HN@on submicron sized ice particles. The

ice bedg®? flow tubes?2215.255.406.41%9nd Knudsen cell§*?
Furthermore, the gas/solid partitioning was inferred from
field studiest?0-423

Flow Tube Studies.The uptake of HN@on ice has been
investigated in several very similar flow tube experi-
ments?2:215255.409n gl studies, smooth ice films were used,

Table 8. Laboratory Studies on HNG;

ice particles were produced by condensing water vapor on
dried NaSQO, aerosols. These aerosols were exposed to
HNO; while passing through a flow tube. The amount of
HNO; was determined by analysis of the nitrate in the
collected aerosols. From the measured size distribution, the
HNO; surface coverage was inferred.

uptake
author methotl T(K) p (Torr) (x10* molecules cm?) exp time scale ice type

Hanson and Ravishankara FT 191.5, 200 0.08,0.3 -000B6 vp
Abbat? FT 208-248 3.+13 0.07~0.3 minutes b
Arora et al#1® IPFT 230 457 0.1-1.2 ap
Hudson et af*? KN 209-220 0.2-8 1(T> 213K) some 10 min vp

>1 (T <213K) some 10 min vp
Hynes et af%® FT 210-250 0.3-2.4 0.2-0.4 minutes b
Sokolov and Abbatf® FT 228 5 0.16+0.2 minutes b
Ullerstam et aP'® FT 200-239 0.008-0.8 0.0+-0.2 minutes b

aFT, flow tube; KN, Knudsen cell; IPFT, flow tube with airborne ice

partickiee film frozen on walls of flow tube¢ Airborne ice particles.
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Figure 32. Equivalent HNQ surface coverage&d{) on ice as a function of HNOpartial pressure. Colors label different temperatures, as
coded in the figure. Crosses and open symbols, laboratory data; filled symbols, field studies. Laboratory studies: crosses, Ullerstam and
Abbatt?!> open squares, Abbatt et 4%.ppen triangles, Arora et ai'? open diamonds, Sokolov and Abbéit;asterisks, Hynes et &%

open circle, Hynes et a#% solid lines, nondissociative Langmuir adsorption isotherms as given by Ullerstam and Abbatthed lines,
multilayer adsorption isotherm as given by Hudson et“dldashee-dotted line, adsorption isotherm after Tabazadeh étfal: different
adsorption enthalpies (upper line 14.2 kcal mdtom ref 77; lower line 10.5 kcal mot from ref 265). Field studies: filled circles, Ziereis

et al.???filled diamonds, Kondo et af2! arrow labeled “M 198", upper limit as given by Meilinger et“a!.

In a study using a Knudsen cell and FTIR spectroscopy, Field Studies.In contrast to studies with HCI, HBr, SO
Hudson et af*3studied the HN@uptake on ice, whichwas  or HONO, the amount of HN@on atmospheric ice particles
made by vapor deposition on a gold substrate. The internalhas also been determined in several field stutfi€4?® In
ice surface area of the porous ice film was determined by athese studies, the partioning of Hh®etween the gas and
BET measurement using butene. In the study, continuousthe ice phase was determined from the measured HNO
uptake was found, once the HN@artial pressure was in  concentration in the gas phase and the amount of HINO
the stability domain of NAT, consistent with previous studies found when evaporating the collected ice parti¢f@s??: As
and similar to measurements of HCI and HBr uptake in outlined in section 1.2, uptake of HN(y cirrus clouds
hydrate stability domains. Spectroscopic investigation of the and uptake of HN@on polar stratospheric aerosols are issues
ice surface during uptake in the hydrate stability domain of major interest in atmospheric science. Results from field

revealed the existence of the asymmetricsN6tretch and,
thus, the formation of the N§ ion. The spectroscopic probe

of the ice surface also revealed that there was no NAT

formation during uptake in the NAT stability domain, i.e.,
that, despite continuous uptake of HNONAT did not

nucleate.

studies and from laboratory experiments will be compared
in the following subsection.
8.6.2. Data Comparison

Pressure Dependencelhe available data from laboratory
and field studies of HN@uptake on ice are summarized in

The study also showed that the uptake per surface arearigure 32, where we plot the overall uptake of HN&s
strongly rises with lowering of the temperature to reach a function of the HNQ partial pressure. Crosses mark the most
total uptake of several monolayers. Based on this finding, comprehensive data set from Ullerstam and AbBaithese
the authors suggested modeling the HNPtake using the
Frenket-Halsey-Hill (FHH) adsorption model, which ac-

counts for multilayer adsorption.

data show a slow rise of coverage with HhN@&rtial pressure
until a saturation occurs with about 0.2 formal monolayers.
The observed pressure dependence is consistent with a

Further studies include thermochromatography experi- nondissociative Langmuir adsorption isotherm (solid lines
ments for determination of the adsorption enthalpy of in Figure 32). This is surprising, as HNG@s expected to
nitrogen oxide$% and packed ice bed studies at higher dissociate on ice. However, as Ullerstam and Abbatt pointed

temperatured??.263

out, the dissociative Langmuir adsorption isotherm assumes
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10 F T T o e raw data as reported by Hudson e#4dl(filled squares) are
i — 750" Torr ] also shown. Clearly, the strong rise occurs once temperatures

— 75107 Tor

ssarmon | are low enough to allow for NAT stability. However, it must

be pointed out that Hudson et al. explicitly addressed this
guestion by spectroscopic investigation, which revealed the
existence of the N@ ion, but not the formation of NAT.

Thus, these data show that the HN@ptake strongly rises,

once hydrates can form. This observation is consistent with
other studies and also with other gases. For example,
Fluckiger and Rossi demonstrated strongly rising HCI uptake,
10" once HCI pressures are high enough to form the HCI

5.0 48 46 44 42
1000 K /T hexahydrate.

Figure 33. HNO; surface coverage on ice as a function of 8.7. HONO

temperature for different HNOpartial pressures. Colors label e

different partial pressures, as coded in the figure. Solid lines,  Another acidic gas of interest is nitrous acid (HONO). It
nondissociative Langmuir adsorption isotherms, calculated from p5¢ 4 slightly more complex chemistry compared to HNO

Ullerstam and Abbatt® using their parametrization for a temper- o : . -
ature-dependent Langmuir constant and the average saturatiorlt is instructive to consider the fate of HONO in aqueous

10"}

0 [molec cm™]

coverage for all pressures of 2:4 104 molecules cm? bold solutions upon dissolution in water, where it dissoci#tes
colored lines mark the region were data are available; dotted
extensions are extrapolations; solid black line, FHH multilayer HONO(aq)= H™ + NO, (117)

adsorption isotherm as suggested by Hudson ét&he bold part

marks the ice coexistence regime (“ICE"); the thin dashed extension In addition, it decomposes reversibly to N@hich hydro-

marks the NAT stability domain (“NAT”); the phase boundary is I . ibly to nitri d nit id by th i
calculated according to Hanson and Mauersbefgfited squares, yZes Irreversibly o nitric and nitrous acid Dy the reactions

Hudson et al?*3 only data points where saturation occurred are N 3
shown; open squares, Abbatt et*al6—9 x 1077 Torr HNO); H™ + 2NO, = NO(g) + NO,(g) + H20(l)  (118)
asterisks, Hynes et &t> (8.5 x 1077 Torr HNOy).

, o , 2NO,(g) + H,O=2H"+ NO,” + NO,  (119)
that two different sites, i.e., one for the NOion and one
for the H* ion, are consumed upon dissociative adsorption. The effective solubility of HONO in aqueous solutions
If the two ions are not forming independent adsorbates depends on the pH, especially for low pH, where the presence

competing for the same site, but rather a larger complex o hrotons shifts the equilibrium in the solution toward the
covering a certain area, the overall process may be Cons'dere‘?ormation of NO" by

adsorption into a single site. This would justify using a

nondissociative adsorption isotherm. HONO(ag)+ HY = H.O + NO™ 120
The data from Ullerstam and Abbatt show good con- (aq) 2 (120)

sistency with results from previous flow tube studies aq 5 conse : . ;
guence, the effective solubility of HONO in
(Abbatt;2 Sokolov and Abbat?) and also to a Iesgser extent  gyifuric acid rises dramatically, once the presence of protons
with the aerosol flow tube study by Arora et &P which (eq 120) dominate®5 427 The shift of the equilibrium
showed somewnhat lower values for the total uptake. according to reaction 120 possibly drives the formation of

Furthermore, there is also reasonable consistency withciNO when HONO reacts with HCI doped sulfuric aéRi28
results derived from field studies by Kondo et#lon Arctic or ice'29430py

clouds and by Ziereis et &2 on cirrus clouds at low
latitudes. Furthermore, the observed saturation coverage of HONO + HCI — CINO + H,0O (121)
about 0.22-0.27 formal monolayers is consistent with the
maximum coverage determined in the CRYSTAL-FACE This reaction occurs in aqueous solutions and on ice, which
field campaign above Florida, where a maximum HNO indicates that the interaction mechanisms of acidic gases on
uptake of 0.14 formal monolayers was obser{#&d. ice surfaces are often comparable to the ones in liquid
Temperature DependenceThe temperature dependence environments. We also note that the uptake coefficient of
of the measured total uptake for HNGn ice is summarized  HONO on ice rises, if HBr is present in the gas ph&se.
in Figure 33. Here we compare the suggested adsorptionHowever, as this review focuses on nonreactive uptake
isotherms from Ullerstam and Abb#ftwith other data and processes, we will not further explore this topic.
the FFH isotherm, which was suggested by Hudson #fal. Available Data. Data on nonreactive uptake of HONO
There is good consistency among the flow tube data. Becausen ice are scarce, which is surprising, given the importance
the saturation of the adsorption isotherm at about 624 of HONO for atmospheric and especially polar snow
10" molecule cm? is independent of the temperature, there chemistry. Two studies report data for the total uptake of
is only a weak temperature dependence at, or close to, theHONO on ice under typical stratospheric temperatures. Chu
saturation regime, and a stronger one in the unsaturatedet al*?® measured the equilibrium coverage of HONO in a
regime. flow tube on vapor deposited ice and determined the
In contrast to the adsorption isotherm by Ullerstam and adsorption enthalpy from the temperature dependence of the
Abbatt, the FFH multilayer adsorption isotherm by Hudson total uptake. Fenter and Ro%8idetermined the uptake of
et al2*® does not show any saturation, but rather a strong HONO in a Knudsen cell experiment. The data are sum-
uptake toward lower temperatures. The Hudson isotherm ismarized in Figure 34. In contrast to studies on other acidic
plotted as a thick black solid line in the ice stability domain gases, such as HNGQr HCI, only very little tailing was
and as a thin dashed line in the NAT stability domain. The observed. However, as the total amount of HONO uptake is
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Figure 34. HONO uptake on ice: diamonds, total uptake for a
HONO partial pressure of 1.% 10~7 Torr, measured on vapor
deposited ice in a flow tube (Chu et“df); solid dot, from Fenter
and Ross?3¢ measured in a Knudsen cell.

small compared to the uptake of HCI or Hi@ might well
be that the tailing was not visible with the experimental

sensitivity, as discussed in section 8.4.4. Another approach

to study the uptake of HONO on ice was taken by Bartels-
Rausch et aP% who used radioactively labeled HONO and
performed thermochromatography on a packed ice bed of
about 400um sized ice spheres. For temperatures around
160 K they derived the adsorption enthalpgyH = —32 kJ
mol~Y) and entropy AS= —42 J mol*K 1, which refers to

a standard surface area of 6<710'°° cm™2). This enthalpy
value is in good agreement with the enthalpy as determined
by Chu et al#?® who reportAH = —33.8 kJ mot.

8.8. Sulfur Dioxide, SO

The uptake of S@onto ice has been studied using a
variety of different techniques, such as packed ice bed
experiments with artificial ic¥:60.84.261.431.4323nd natural
snow?%¢ and in flow tube experiments on both vapor
deposited and smooth ice filni3?33434Also, uptake pro-
cesses on individual ice spheres and snowfl&kesd the
impact of riming and ice growth in cloutf§*3”have been
investigated. Finally, it was shown that oxidefifg.84.433,434
and salt® 84 strongly influence the amount of SQ@ptake
on ice. For direct environmental application, several field
experiments and modeling studie®é 44> were designed to
investigate the dry deposition of $@n snow and land
surfaces.

It is instructive to recall the behavior of sulfur dioxide in
an aqueous solution. It dissociates in a two step pré&&ss

by

SO(aq)+ H,O=H" + HSQ,” (122)

HSO, =H"+ 507 (123)

Compared to strong acids such as HCI,,$0a compa-
rably weak acid. Thus, its degree of dissociation depends
strongly on the acidity of the solvent. In very acidic solutions
(pH < 2), there is very little dissociation and the molecular
solubility dominates. The HS0 ion dominates for 3< pH
< 6.5. The second dissociation step, when the?S@n
forms, occurs for pH> 7. When dissolved in water, the
proportionality for the solubilityHg O p~*”2 evolves (see eq
130), indicating the dominance of the first dissociation stage.

The solubility of sulfur dioxide in water is almost 3 orders
of magnitude lower than the one of HCI: The molecular
solubility, which ignores the subsequent dissociation, is 1.23
M atm™! for SO, and 727 M atm? for HCI.%6 For 1 ppb of
the trace gas, the effective Henry’s Law constant fop 80
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about 450 times smaller compared to that for HCI (4000 M
atm?! and 2 x 10® M atm™® for SO, and HCI, respec-
tively7:59,

The effective solubility of S@in aqueous solutions can
be dramatically enhanced, if oxidants, such as 0zopegiO
hydrogen peroxide, $D,, oxidize the bisulfite ion to the
sulfate ion, S@*,% in an acid-base-catalyzed reaction,
HSO;™ + HT + H,0, — SO2 + 2H' + HO. Similar
processes seem to occur, when,S©®taken up onto ice.
The presence of hydrogen peroxide;G4 enhances the
overall uptake of sulfur dioxide on ice. This was demon-
strated in uptake experiments on vapor deposited ice at
stratospheric temperatur&g;***and for tropospheric condi-
tions in packed ice bed experimefitand uptake experiments
on snow?%6

Similarly, bases, such as ammonia, )\E&an increase the
uptake of sulfur dioxide on ic&? Enhanced sulfate in the
presence of ammonia has also been found in field studies
(for example, see ref 447). However, as this review is
concerned with nonreactive processes, we will not further
explore this topic.

The relatively weak interaction of S@vith water and ice
is also reflected in the sulfur dioxide/ice phase diagram (see
Figure 4). Due to the low solubility of SOn water, there is
no significant reduction of the ice melting point when sulfur
dioxide dissolves in water at typical atmospheric,;@rtial
pressures. Even SQpartial pressures as high as several
hundred torr will reduce the ice melting point by less than
three degrees kelvin. Only for higher partial pressures will
hydrates form. In contrast, ice will melt in the presence of
HCI vapors of more than 18 Torr (see Figure 5).

The moderate adsorption of $6n ice in comparison with
the cases of strong acids is shown in Figure 35. It is an
intermediate adsorbate on the ice surface according to a
classification introduced by Devlin and co-workét& 34
Thus, SQ is able to break some single weak H-bonds, but
not the waterwater bonds themselves.

The mechanism of the SGadsorption on ice has been
studied using FTIR spectroscopy at a temperature of 120
K.3%5Interestingly, a very slow, three step adsorption process
was found. In a first, about-23 h long period, the ice surface
is saturated by adsorbing $@uring this period, some of
the H-bonds are strained. In a second32h long period,
the SQ molecule is inserted into the strained H-bonds. In
the last stage, the S@& built into the subsurface layer below
the ice surface. The main conclusion from this work is that
gaseous Sowill slowly restructure the ice surface. Similar
effects have been reported for other strongly H-bonding
adsorbate$®

Available Data. In this section we will compare the
measurements concerning the sulfur dioxide uptake on ice
in the absence of oxidants and other chemical reactions (see
Table 9). The uptake of sulfur dioxide has been studied at
high temperatures using packed ice 5e8%*%1and small
individual ice sphere%. Recently, flow tube studies have
been performed at stratospheric temperatures between 190
and 228 Kg2433

Sommerfeld and LantB' were the first to study the uptake
of sulfur dioxide on ice with packed ice bed experiments
(see section 3.3). These early experiments illustrated the
feasibility of the method and demonstrated that the uptake
of sulfur dioxide increases with temperatétea result which
was previously found in field studies of the dry deposition
of sulfur dioxide in snow#? and confirmed in later studies.
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10 L ‘ ‘ ' ] time scales (in the hour range for the Co study and up to 2
camsmio o cL268 L E days for the CL study).
r ’ % ] Diehl and co-workel® (D) exposed small ice spheres to
1 ppmv of sulfur dioxide for time scales of £@0 min and
determined the uptake by liquid-phase analysis of the melted
ice.

Langenbertf® (L) studied the uptake of sulfur dioxide on
ice using an ice coated capillaff.In this work, small pulses
of a mixture of sulfur dioxide and SFpass an ice coated
E capillary. The different retention times of §&nd SQ in
AcTLes ] the ice column allow inference of the adsorption isotherm
105] A - , , | for SO, using theoretical methods commonly used in gas
107 107 107 1072 chromatography®* In contrast to the case of measuring a
p [Torr] breakthrough curve, no saturation of the ice column has to
Figure 35. Uptake of sulfur dioxide on ice as a function of SO be a_wa|ted. Rather, thg migration of the Sablecules alo_ng
partial pressure by various authors; for details see Table 9. Openthe ice surface is studied directly, as the shortened time of
diamonds, Clapsaddle and LafA{CL) raw data converted to a SQ molecule to pass the ice column, the retention time,
uptake per surface area using a mean ice surface area of 3.17 mis measured directly. In the analysis, it was assumed that
and numerical integration of the breakthrough curve following ref the SQ uptake is governed by a Langmuir isotherm, which

172; open squares, Conklin et®al(CO); asterisks, Diehl et & pllows determination of the Langmuir adsorption constant.
(D) converted to uptake per surface area using the surface area o

the ice spheres used in the experiment (note that the experimental Recently, the uptake of sulfur dioxide on _ice has been
time scales range from 10 to 30 min and no saturation was studied using flow tube reactors at stratospheric temperatures

observed); solid line (L 228), Langenbéfymeasured region;  between 190 and 228 K. Two studies have been performed
dashed line, extrapolation based on fitting parameters given in theyith very similar setups. A major difference is the ice
original study; CA, Clegg and Abbét uptake onto films of — h-onaration method: Chu et@?used vapor deposited ice,

different acidities at 228 K; filled squares, on ice frozen from . . . .
deionized water (pH 6); open triangles, on ice frozen frosB®, while Clegg and Abbaltt produced ice films by freezing a

solution (pH 4.1); open circles, on ice frozen from NaOH solution Wetted flow tube.

(pH 10.4); dotted line, best fit(= ap,) to pH 6 data taken from Data Comparison. When comparing the results of the
Clegg and Abbatf resulting inb = 0.53, as expected for  diverse studies, one must keep in mind that very different
dissociation; cross (CA 213), ice frozen from deionized water (pH types of ice, such as vapor deposited #%esmooth ice

6) (213 K) from Clegg and Abbaft cross labeled “CH 191", Chu films,%2 packed ice bed®5 or frozen ice sphered, have

et al.#2? 9 = 1 means an uptake of a formal monolayer of°10 ’ ’ . .y

molecules cm?;, numbers in the plot denote the temperature in K been used. Furthermore, the exggrlmentally applied exposure
during uptake. times range from a few secorféé?°to several day®’ Thus,

differences in morphology and time scale render a direct
As the adsorption usually increases when lowering the quantitative comparison difficult. However, a quantitative
temperature, this result points toward a more complex correlation of the presently available data illustrates our
mechanism for the adsorption of the trace gas. This genera|!|m|ted l_JnderStandlng of the nature of the sulfur dioxide/ice
finding was confirmed in the more detailed packed ice bed Interaction.

107}

6(-‘:qui

107 3

107¢

studies by Clapsaddle and LaPACL) and Conklin et af° Figure 35 shows all available data for Sptake on ice
(CO), who studied the sulfur dioxide uptake for temperatures as a function of the S partial pressure for various
approaching the ice melting point. temperatures. The data are given as uptake per surface area,

In these studies, the breakthrough curve for sulfur dioxide as it is given in most of the original studies. There are two
in the packed ice bed was measured under very similarexceptions. Clapsaddle and Lamb (€lgave their data in
experimental conditions. In the Conklin study, the ice was terms of volume uptake. We have converted these numbers
melted at the end of the experiment and the amount of sorbedto a surface coverage using the average surface area of 3.17
sulfur dioxide was determined by liquid-phase analysis. In m? for conversion, as was done in ref 172. Also, the data
contrast, in the CL study, the total uptake of sulfur dioxide from Diehl et al®* were given as amount of S@issolved
was determined by integrating the breakthrough curve. Thein small ice spheres. We have converted these data to a net
main difference between the two studies was the different uptake per surface area by using the surface area of the ice
lengths of the packed ice beds and the different experimentalsubstrate, which was an ice half sphere in the experiment.

Table 9. Studies on Sulfur Dioxide Uptake on Ice

uptake

author methot| T (K) p (Torr) (x10* molecules cm?) time scale
Sommerfeld and Lanfh! PB 243-270 7.6x 10%t03.8x 1073
Clapsaddle and Lanth PB 243-268 1.4x 105t0 7 x 1075 10°%t0 0.04 up to 2 days
Conklin et alé° PB 213-272 5x 10°t06.8x 107° 10#to 1072 hours
Langenbertf® ICC 210-260 7.6x 103t01.5x 10°° ~10%to0 10°° <5s
Diehl et al* IS 254,243 7.6< 1074 0.02-0.08 10—30 min
Chu et al?® FT 191 1.3x 1076 10°3 <30s
Clegg and Abbatt FT 228 10“%to 1076 10%to 1073 <5s

2|3, uptake on ice spheres of 3.6 mm diameter; PB, packed ice bed studies; ICC, ice coated capillary; FT, flo@rigbeal work, 1-50
nmol/g; converted to surface coverage using the average ice surface area as described irf @fidinal work, 0.1-0—0.3 mg/L: converted to
surface coverages by distributing the absorbed amount efoB@® the ice sphere surface.
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1072F - , behavior of typical adsorptive gasolid equilibria. The
F equilibrium uptake is expected to rise toward lower temper-
3 x atures, unless energy is needed to transfer molecules from
g 10°F the gas to the solid phase. It has been pointed out by CA
3 b that assuming an Arrhenius temperature dependence allows
& s the data from CL and CA to be brought into consistency.
E 107k Given the scatter, the D data could also be considered in
& E consistency with this assumption. However, it must be
5 L pointed out that neither in the CL nor in the D experiment
< 107k was equilibrium reached. Thus, the good coincidence be-
F tween the CA, CL, and D data would be less if the
_62 experiments had been performed for longer exposure times.
10 55 5i0 In contrast, the data from CO, CH, and L differ by more

than an order of magnitude from the CL, D, and CA data.
This difference is quite surprising for the CO data, as both

10°6 Torr, assuming a2 dependence on Sartial pressure b CL and CO performed packed ice bed experiments using
0. = 00 g 5o, dep I pr Y almost identical experimental setups. This difference can in
p = 0(Pso,)(PromfPsay). Symbols are as in Figure 35. Filled square, ; . . . .
uptake on ice frozen from deionized pH 6 water as given by Clegg P2rt be explained in terms of different exposure times: see
and Abbat®? point, taken from dotted line in Figure 35 fpgo, = the next subsection. The comparably high uptake observed
1076 Torr; dashed line, extrapolated temperature dependence, addy CH could, in principle, be attributed to a high porosity
given by Clegg and Abbaft solely based on their measurements  of the vapor deposited ice films used in this study. However,
at 213 and 228 K; dashediotted line (L), Langenberf? the overall difference of a factor of 1®etween CA and
CO appears very high, compared with the reported porosities,

trends of the data can be observed immediately. Most which suggests a factor of 100 difference at most
L Y,z : ey between the internal and the geometric surface areas.
pronounced, the proportionality [0 p'’?, as expected for a

dissociating gas, has been shown in the CA study for 228 In contrast to all other studies, the L data show a classical
K. This corroborated the finding of CL for temperatures t€mperature dependence: the uptake of, $Ges with
between 243 and 268 K. However, because these latter datd®Wering the temperature. Currently, there is no explanation
cover less than an order of magnitude of variation in, SO for this contradictory observation. It is conceivable that the
partial pressure, p2 dependence could not be determined Measurements of the retention time probe a different process
with certainty. Furthermore, the Diehl (D) data might be compared to the breakthrough curve approach, which is used
considered as roughly consistent with the CL data, by I all other studies. Langenberg also observed a strong impact
extrapolating thed O p2 proportionality from the CL data of impurities on the S@uptake. He observed an anomalous
toward higher pressures. Similarly, the work of Langenberg témperature dependence, once he changed the chemical
(L)*° showed rising uptake with increasing S@artial treatment of thg glass capillary, which hosts the. ice film.
pressure. Currently, there is no generally accepted explanation for the

The general trend of rising uptake with sulfur dioxide an_omalous temperature dependence. There is some limited
partial pressure can be founithin a specific data set. QV|dence that the anomalous temperature behavior merges
However, when comparing the absolute amounts of uptakeinto @ normal adsorption behavioptdT < 0) at low
as reported in different studies, large disagreements occurlemperatures.

For example, there is a factor of 70 difference between the Evidence for Diffusive Processedt has been noted that,
reported amounts of uptake in the two packed ice bed studiesin the experiments from CL, thermodynamic equilibrium has
(CO and CL). Similarly, at low temperatures, the data of never been reaché® even in experiments which lasted up
the CA, CH, and L studies scatter widely. to 2 days. Furthermore, a long-lasting tailing with diffusion-

Impact of Ice Acidity. The impact of impurities on the  like kinetics has been observed. Thus, the CL experiments
total amount of S@uptake on ice has been demonstrated do not necessarily manifest a measurement of the equilibrium
by Conklin8 who investigated the SQuptake on ice, which  coverage. The tailing has been analyzed using ed®20he
was frozen from salt solutions. Also, the acidity of the ice results were comparable to those of a similar analysis of HCI
plays a key role. Clegg and Abb&ttperformed uptake  uptake experimentd* The data display a proportionality
experiments on different ice films, which were frozen from H:DY2 ~ p~12, as expected for the diffusion of a dissociat-
deionized water and frpm acid and basic solutior)s. They ing gas. Furthermore, as shown in Figure 37, the experi-
could show that there is less $@ptake on ice which is  mentally observed temperature dependenceHEbY? is
grown from acidic solutions while the uptake rises under consistent with the temperature dependence of the product

ba§|c conldmoni%_ (see Fltgure %5)' g B the  HaD¥2 x 1. where Hy and D are the solubility and
Anomalous Temperature Dependence.because e i sivity of SO, in liquid water andry is the vein radius
dissociation of sulfur dioxide can be expected and the (see eq 42)

proportionality 0 p'2 has been shown for the data sets ) ) . )
from CL and CA on pure ice, we normalize the data sets to  1hiS analysis suggests that the tailing regime of the CL
a pressure OPnom = 1076 Torr by 6, = 6(p)(Prom!Psc,) 2 data is dominated by the diffusion of $@to the veins of
in Figure 36. polycrystalline ice, based on these arguméfitirst, the
This representation enhances the consistency among thdailing shows a diffusion-like kinetics. Second, the kinetic
different studies. The possibly most interesting feature in this parameteH;D*2 shows g2 dependence, as expected for
plot is that the S@uptake increases with rising temperature a trace gas diffusing into a liquid or liquidlike environment.
(data from CO, CL, and CA), which is in contrast to the Third, the temperature dependenceHjDY? x r, can be

Figure 36. Sulfur dioxide uptake on ice, normalized paorm =

Dependence on S@ Partial Pressure. Some general
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Figure 37. Temperature dependence dfD*? for SO, uptake
into packed ice beds. Data are normalized to the value5atC.
Symbols: HyD2, as derived from breakthrough curves of the CL
study®® solid line, solubility of SQ in water; dashed linei3D*?2

for SO, in water; dasheddotted line,H;DY? x dq for uptake
into a quasi-liquid layer (QLL), assumindp . = To/(T — To)*3
(see eq 38); dotted lin¢l;D¥2 x r,? for uptake into veins (see eq
42). (Reprinted with permission from ref 172. Copyright 2001
Elsevier.)

explained by the temperature-dependent size changes of triplé3

junctions.

Time Dependence of the Uptake.A diffusion-like
kinetics often occurs in SQuptake experiments. For
example, long-lasting tailing has been observed in the CL
study with experimental exposure times of up to 2 days.
Similarly, the data in the Diehl study did not saturate within
experimental time scales. In contrast, only very little tailing
was reported in the CA study where experimental times in
the 30 s range were used. These very different time scales
and moreover the difficulties of establishing a surface
saturation in the CL and D study, cast doubt on the attempt
to compare experiments ranging from a few seconds to
several days quantitatively without taking the time depen-
dence into account.

To explore the impact of diffusion-like processes, one
might try to further normalize the existing data by calculating
the quantity@(Prom/Pso,) YA tromltexp) 2. Here the last term
accounts for the diffusion-like kinetics. If the system was
governed completely by diffusion and dissociation, for a
given temperature, all data points should collapse onto one
line as a function of temperature. Figure 38 shows that this
model brings the packed ice bed data, which differed by up
to a factor of 80, into better consistency within a factor of 2
to 8. Also, the scatter within the data points of the Diehl
data set is reduced. However, it is obvious from Figure 38
that the simple assumption of diffusive kinetics is not
sufficient to bring all studies into consistency.

Summary. This section offers a systematic comparison
of all presently available data for SQ@ptake on ice. First,
the total uptake follows a2 law, as expected of a
dissociating species. This enables elimination of the partial
pressure dependence.

Second, there is compelling evidence that there is an
anomalous temperature dependence whepiS@ken up

Huthwelker et al.
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Figure 38. Sulfur dioxide uptake on ice, normalized assuming a

pé’éZ dependence on SQpartial pressure and a diffusion-like
uptake kinetics b9, = 0(pso,)(PrormfPso,) (trorm/texp) 2 With Prorm

= 10" Torr and th,orm = 30 s. Symbols are as in Figure 35.
Assumptions for the experimental time scale for different studies:
CA and CH, 5 s; CL, taken from raw data; CO, 1 h; D,~13D

min, taken from Figure 6 in ref 61; L, 5 s. Note that the time scales
for CA, CO, and CH are order of magnitude estimates based on
the information given in the original studies. For guidance of the
ye, the CO data have been connected by a line.

3.5

with long time scales of minutes to hours (D, CO) and even
days (CL). In the latter experiments, the gaslid equilib-
rium was possibly never completely established, despite the
long exposure time.

Based on the available data, there are arguments which
favor the dominance of diffusive processes and others which
point against it. The consistency between the CL, CA, and,
to a lower extent, D data, in terms of the temperature
dependence (dotted line in Figure 36), could be interpreted
as due to S@being taken up onto the surface with some
complex, yet unknown, uptake processes with anomalous
temperature dependence following an Arrhenius type law.
The fact that these studies cannot be brought into consistency
by assuming a diffusive kinetics does not support the
importance of diffusive processes. The observed tailing in
the packed ice bed studies would then have to be interpreted
as the dispersion of the gas when flowing through the porous
packed ice bed. This picture leaves the anomalous temper-
ature dependence unexplained.

However, there is also evidence for diffusive processes,
based on the packed ice bed experiments, which use highly
polycrystalline ice. The packed ice bed experiments from
CO and CL can be brought into close (but not complete)
agreement by assuming a diffusion-like kinetics. The quantity
H3D2 follows ap*? law, as expected for the diffusion of a
dissociating species. Furthermore, the anomalous temperature
dependence could be explained with the uptake into veins.
However, in this picture the difference in magnitude between

the packed ice bed studies and the flow tube studies remains

unexplained.

Thus, both pictures cannot fully explain the differences
between the existing data sets. The analysis presented so far
does not take into account that the ice has been made in

by ice: the uptake per surface area rises toward highervery different ways in different studies. Important morpho-

temperaturesdf/aT > 0). This effect has been observed for
a large temperature range from 213 to 273 K both in long-

logical parameters, such as the degree of polycrystallinity,
may be very different in the flow tube studies by CA and

lasting packed ice bed experiments and in flow tube the packed ice bed studies by CO and CL. Thus, these

experiments on a much shorter time scale.
For quantitative comparison, the data may be grouped into
subsets. The flow tube data (CH, CA) at temperatures below

experiments might have been sensitive to very different

physical processes, which may explain the differences.
Furthermore, it is conceivable that different physical pro-

228 K were obtained within time scales of less than a minute. cesses are dominant at different temperatures. For example,
In contrast, there are data sets at temperatures above 240 Kas veins and grain boundaries might dominate at higher
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temperature, their impact is expected to be larger at higher Based on this evidence, it may be speculated that these
temperatures, as used in the packed ice bed experiments. Imeservoirs may act as a chemical buffer for the trace gases
the flow tube studies, which were performed at lower taken up. Therefore, it must be suspected that the ice purity
temperatures and on smooth, and possibly less polycrystal-also plays an important role in uptake experiments of trace
line, ice films, less impact of such confined reservoirs may gases on ice.
be expected. Also, it has been shown that the ice purity may
play an important role for uptake processes. Such parametersg 1. Impact of Nonequilibrium Processes during
(rjnfe;y explain why the results of the different studies are so Trace Gas Uptake on Ice

ifferent.

Clearly, it is not possible to resolve these issues on the Due to its high vapor pressure, the ice surface is highly
basis of the currently available data sets. For resolution, dynamic. For example, at 200 K the ice vapor pressure is
uptake experiments with one setup and ice of similar purity around 3 mTorr. In nature, ice is seldom in thermodynamic
and well defined morphology over larger temperature and equilibrium. For example, in lee-waves of ice clouds,

pressure regimes would be needed. temperature changes of as fast as 10 degrees per hour may
occur#* Such fast changes of the thermodynamic conditions

8.9. Impact of Other Impurities on the Trace Gas strongly affect the composition of aerosol ensembiéghe

Uptake impact of the ice growth rate on trace gas uptake has been

modeled by Domihend Thibert!®>4%¢who suggested that

An important but often ignored aspect is how the uptake the mi_xing ra.tio.in the ice can be calculated by considering
of one trace gas is influenced by the presence of a secondhe Kinetic limit xuci = (0l o/ O wate) [Pre/ Puate Mwate/
trace gas or by impurities already present in the ice. There Muc)*?, while, for slower growth rates, a model involving
are mechanisms by which different absorbed impurities may the growth of steps on the ice surface was formulated. Very
interact with each other on the ice surface or in the ice bulk. recently, Kacher and Bask6” suggested a theoretical model
First of all, for adsorbed species, only a limited number of Which describes the trapping of adsorbed trace gases in the
sites is available and the different adsorbed species mayPulk of growing ice for a whole range of growth rates
compete for the same sites. An example for such competitiveincluding the kinetic limit. For HCI, this effect has been
adsorption may be found in the work of Hynes e&lwho shown in Knudsen cell experimerit8.Here, the net uptake
showed that the presence of Hh@ay displace already Of HCl into growing ice was investigated under steady state
adsorbed HCI from the ice surface. Similarly, Chu and@hu  conditions. It could be shown that the HCI mixing ratio in
showed that the adsorption of HCI decreases with increasingthe ice rises with increasing growth rate (see Figure 39).
HBr partial pressure. However, as this study was performed Furthermore, for very fast ice growth rates, the kinetic limit
in the hydrate stability domain, it is unclear whether the is observed, where the uptake of water and HCl is solely
formation hydrates had any impact on the measurements. Inlimited by the rate of HCl and water molecules hitting the
contrast to such displacement effects, Marti and Mauers- iCe surface, in consistency with the model developed by

berge?’s showed that the amount of HCI dissolved into ice Domine et af*> Ice and hydrates, which are grown from
increases with increasing amount of HN@ the ice. various gaseous HCl/water mixtures, have been investigated

Besides the competition for the same surface sites, thereSPeCtroscopically, and it could be shown that the HCI likely

are many reasons why acids may interact with each othergiSSOCiat?S danﬁ that ég;e structure of the solids has some
when taken up onto ice. First of all, acids likely dissociate 9/S0rganized charactet:
on the surface. They are surrounded by ions and mobile water

. . . -3 T
molecules. Therefore, acitbase equilibria may play an 1077 o <0.05
important role in uptake processes. Such effects are supported O oping model

by several studies, such as the observed pH dependence of
the SQ uptake on ic® or the experiments of Hynes et
and Chu et al’* which showed the displacement of one
acidic trace gas by the presence of another one.

Another issue is the potential impact of confined reservoirs, f
such as grain boundaries, veins, or a premelt surface layer, 107°F
on the trace gas uptake. The size of these reservoirs strongly 10" 10 10" 107
depends on the temperature but also on the amount of ino [Molec/cm?/s]
dissolved nonvolatile impuritie®;113.132.141142.14{\ hen ice o

qa - ; ; : . Figure 39. Mixing ratio of HCl in ice as a function of the net ice
freezes, nonvolatile impurities accumulate in grain boundarlesgrowth rate under steady-state growth conditions at 203 K: filled

or triple junctions to high concentrations ar!d it has been diamonds, data witly.e < 0.05; open squares, data withc >
shown experimentally that these impurities indeed govern g os; solid line, trapping model for uptake in growing ice assuming
the reservoir siZé142at temperatures close to the ice melting that adsorbed molecules are buried in the ice after a finite residence
point. Furthermore, it has been argued that, due to the hightime on the ice surface. The decreasing mixing ratio for high growth
concentrations in confined reservoirs, the oxidation of rates is consistent with the kinetic uptake limit as suggested by
dissolved nitrogen oxidé¥453 is enhanced during the Domineand Thibert!>> (Reprinted with permission from ref 250.
freezing of ice. Thus, it is clear that confined reservoirs affect COPYNght 1999 Cuvillier-Verlag.)

impurities in ice and that, in turn, confined reservoirs are

affected by impurities. Also, the anomalous temperature 9. Qutlook

dependence of the SQuptake into ice, which may be

explained with the dissolution of SOnto impurity filled In this review, we have detailed the state of the art of
triple junctionst’?indicates the importance of such reservoirs. experimental findings about the uptake of acidic gases on
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ice. Here we summarize the main findings, formulate open roughening or restructuring of the surface, might be an
questions, and suggest future avenues of research. explanation for the tail. In the case of HCI, the parameter
During recent years, major technical improvements of the H D2, which would represent the diffusion-like kinetics of

experimental techniques have been made. Today, sophistithe tail, is quite similar for uptake processes on vapor
cated flow tubes and Knudsen cells, in combination with deposited ice films, whether they are several micrometers
improved ice preparation techniques, allow highly reproduc- thick832%4 or as thin as a few nanometéfsBased on this
ible experiments, as the survey of flow tube studies on EINO observation, one may argue against diffusion into confined
demonstrates. These improvements will allow performance reservoirs, as the density of confined reservoirs should be
of uptake studies with accuracy sufficient to explore both very different in these different types of experiments. Because
the overall magnitude of the uptake and the detailed kinetics. the nature of the tail remains unresolved, the question arises
Particular emphasis should be placed on new techniqueswhether it could be an experimental artifact which has to be
which allow distinguishing of bulk and surface processes, excluded in the analysis of uptake experiments or whether

such as nonlinear optical techniqués?”.289Also, non- it is rather an essential feature of the acid/ice interaction.
destructive profiling techniques for the near-surface region, A diffusion-like uptake was observed in very different
such as Rutherford backscatterftiZ*>might be useful. experimental designs probing the gas phase (flow té#hs,

As the processes involved are a complex interplay of packed bed®2% Knudsen cel®4). Also, experiments
surface adsorption, dissociation, and possibly diffusion, new probing the condensed phase showed that significant amounts
numerical models will be required. For example, coupling of HCl are distributed in the near-surface region of ice (using
of Langmuir adsorption and diffusion into the bulk could RBS?4-29% and the dope and probe technigtté®. This
be used to describe the kinetics of the HCl uptake into vapor wide range of observations suggests that the tailing is not
deposited icé* Such models should be developed to further an experimental artifact.
analyze the kinetics of uptake experiments in flow tubes and  pepending on the experimentally applied exposure times,
Knudsen cells, to address issues such as the irreversibilitythe overall uptake in the tail can amount to as much as several
of uptake processes or to aim toward improved interpretation monolayer&?14243and may substantially exceed the uptake
of complex promising experiments, such as the dope andqyring the initial period, which is dominated by adsorption

probe technique developed by Rossi and co-workers. processes with typically 0.1 monolayer for HCl and HNO

) The importance of this phenomenon for natural systems will
9.1. Key Experimental Results and Open ultimately depend on the lifetime of the ice. The lifetimes
Questions of natural ice vary from minutes in clouds, to days and weeks

in snow and firn, to many years in glaciers and ice cores.
Thus, when using results from laboratory experiments in
atmospheric models, the lifetime of the terext to its

Impact of Ice Morphology. There is clear evidence that
the morphology of ice is important for uptake processes on
and into ice. Key results are the faster diffusion of HCIl and : ;
HBr in polycrystalline ice compared to single crystalline MorPhology-could be a key factor when including param-
ice?*13% and the observation that the amount is strongly etrizations of uptakg processes on ice in atmospheric mod_els.
dependent on the thickness of porous ice fif#.79252The In summary, f{he issue of diffusion-like uptake should again
consistency in measured uptake between different studies or® addressed in future laboratory research. This should be
HCI uptake on porous ice films is limited. This may be due Pursued by forcing those techniques which did not show a
to uncertainties in the internal surface area, which may be diffusive uptake tail to longer time scales, by analyzing the
determined by BET measurements (see Table 4) or porositycondensed phase concerning the total amount taken up, by
models?1:2479252Tg |imit the impact of the ice morphology ~ SPectroscopic investigation of the near surface region of ice,
in uptake experiments, future work should be pursued on @nd by intercomparing different experimental setups working
well controlled ice samples. One approach was suggested®n ice with the same morphology.
by Abbatt*2 who produced smooth ice films by freezing Reversible and Irreversible Uptake.lrreversible uptake
water on the walls of a glass flow tube. Future studies should has been found in uptake experiments on H&F and
also aim to use single crystals to exclude the impact of HNO3.*22!> For HNG;, it could be shown that the uptake
diffusion into grain boundaries. during the tailing period is largely reversible, while this is

Uptake Kinetics and Shape of Breakthrough Curves. not the case for the in_itial uptake peri%ﬂé.Fur_thermore, in
The breakthrough curve has a similar shape for all strong uptake experiments with HEF and HNQ,*>***it was found
acids (i.e. for HCI and HNg) on all types of ice. An initial that there is less adsorption in a second repeated uptake onto
period of high uptake is followed by a long-lasting tail with ~previously exposed ice. For HCI, the kinetics of the repeated
diffusion-like kinetics. Different methods, such as using the uptake was shown to be almost perfectly diffusion-fke.
two-third criterion or asymptotic fitting, have been used to  These observations support the concept that the long-
treat the tail. Less evidence for the formation of a tail exists lasting tail and the initial uptake are indeed two different
for the weaker acids SCand HONO in flow tube studies.  processes. Possibly, the trace gas is first adsorbed irreversibly
Conversely, for SQ a diffusion-like tail has been observed into a strongly bound state at the surface. The experimental
in packed bed experiments. observation that HCI and HNQOcan displace each other

Little is known about the physical nature of the diffusion- suggests that both acids compete for the same sites on the
like part of the uptake. The kinetics by itself does not ice surface.
unambiguously reveal the physical nature of the uptake It is noteworthy that the observation of irreversibility in
process, as the reservoir is not yet identified. Transport the early uptake violates the simple physical picture of
processes into confined large reservoirs, such as grainphysisorption, e.g. as assumed for Langmuir type adsorption.
boundaries, veins (triple junctions), or pores, are slow This should reveal simple first order kinetics between the
processes that are conceivably responsible for the persistengas phase and the surface. In the low coverage regime, as
uptake. But also, slow nondiffusive processes, such as surfacavas experimentally observed at low partial pressures for HCI
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and HNQ, detailed balance at the surface requires that a Magnitude of Uptake. For both HCl and HN@ there is
kinetic equilibrium will be established after a short time with a consistent picture about the amount of uptake among the
equal adsorption and desorption rates at the surface, whichnewer flow tube studies. For HNOabout 0.2 formal
implies reversible desorption of adsorbed molecules. Con- monolayers are the maximum uptake?s> For HCI, the
versely, one would argue that signs of irreversibility in a uptake during the initial period is about 0.1 formal mono-
fraction of the uptake call for a few adsorption sites which layers at a partial pressure of FOTorr and a temper-
differ considerably (i.e. bind the adsorbate much more ature of 200 K. This result is derived from flow tubes with
strongly) compared to the other sites, or reconstruct the icesmooth ice films. In the case of HCI, this result holds for
surface itself. experiments on smooth ice filni& but also on thin vapor

Basically, the adsorbate would be required to form a bound deposited ice films, as long as the uptake is calculated during
state with the ice molecules with stronger binding than the the initial period, which occurs before any long-lasting
H,0—H,O bond. Given the highly dynamic nature of the tailing.’214217.249.275:405
ice surface (due to its high volatility), such states should While there is good convergence in measurements at 200
immediately be subject to burial of the adsorbed molecules, K and 10 Torr HCI partial pressure, less consistency is
which effectively should correspond to a slow diffusion found when considering larger pressures and temperature
process of these molecules into the depth of the ice. Clearly,ranges. Moreover, very recent resiftd!’dating from 2003
here also, some theoretical work is required to achieve and 2004, disagree with previous work in magnitude and
progress in understanding. pressure dependence (see Figure 23). The reasons for the

Acid Displacement and Impact of Ice Purity on Uptake disagreements in magnitude between the different studies are

ProcessesThere is experimental evidence that the ice purity unclear, but possible reasons are shorter experimental
may affect the trace gas uptake. Flow tube studies have€Xposure time scal@s!“%scaling of the data on the internal
demonstrated aciebase displacements on the ice surface Surface are& and using single crystalline ice partictés.
for the HCI/HNGQ; system®5408in the ice stability domain Pressure Dependencdn short, for both HCI and HN@
and for the HCI/HBr systefi! in the hydrate stability — uptake on ice, there are two competing results. Flow tube
domain. In contrast, it has also been shown that the presencétudies which evaluate the initial part of the overall uptake
of HNO; can enhance the amount of HCI when dissolving point toward a Langmuir type isotherm, with a saturation
into vapor deposited and HN@loped ice’® Furthermore, ~ coverage of 0.30.2 formal monolayers. For HN{a recent
studies of SQuptake on ice showed that the amount o,SO flow tube study suggests using a nondissociative adsorption
taken up onto ice is strongly influenced by the presence of isothern?'® In contrast, a multilayer adsorption isotherm
salt$°84 or oxidants, such as 4@,.60.62 without any saturation has also been used to model the results
Further research on this issue is important, becausef Knudsen cell experiments, for pressures high enough to
atmospheric ice is never clean but, rather, several acids, suctf/low hydrate formatiod™ In experiments with HCl on vapor
as HNQ, HCI, HBr, organic acids, and other trace gases, deposited ice, a pronounced? law without any 2saturat|on
adsorb simultaneously on the ice surface. These gasegffects has been observed for the total upték€*and also

compete for free sites and, furthermore, may interact with for the quantityHiD*2?'*which is consistent with diffusive
each other, e.g. by acithase equilibria. kinetics. Furthermore, two recent studies suggested adsorp-

o ; ; tion isotherms with very strong pressure dependencies (i.e.
A second, possibly important, but widely unexplored issue . .
is the purity of the ice sample used in an uptake experiment. stronger thanx [ pt?).21-27It is noteworthy that strong rises

When ice is frozen from liquid water, remaining impurities ©f the adsorption are frequently observed, once acid pressures
will be largely expelled from the ice grains and accumulate &€ (&lmost) high enough to form hydrates:’ 4*However,

in grain boundaries, in veins, and also on the ice surface it must be pointed out that this does not imply the formation

itself. As these confined reservoirs are very small compared O_f hydrates. For example, Hudson et#lreported strongly

to the volume of the total ice sample, very high impurity Sing uptake under such conditions but did not find any
concentrations occur in the confined reservoirs. It is possible SPECtroscopic evidence for hydrate formation. _
that such effects have some influence on uptake processes Thus, there is limited agreement among the different
and are part of the explanation why different studies find Studies, except that similar results are obtained when using
different results. There is also evidence that these effectsthe same setups and similar data evaluation procedures. For
may play a role in chemical reactions, such as the oxidation €xa@mple, the flow tube studies for HNQiptake on ice
of nitrogen oxideds? demonstrate the reproducibility of such experiments.
Impact of Nonequilibrium at the Ice Surface. It has been Temperature DependenceThe temperature dependence
suggested theoreticatf#5” and investigated experimen- of uptake processes of strqng_amds, _such as HCl and4INO
tally250456 that growth and evaporation processes affect the shows increasing uptake with increasing temperature, but the
uptake of trace gases on ice. Under natural conditions, ice0Pserved temperature trends differ considerably between
is only seldom at equilibrium with the gas phase. Therefore, different studies. In contrast, the weak acid,S@s shown

such effects may be of high importance in nature and are anin Several studies to have an anomalous temperature depen-
important theme for future studies. dence; that is, the uptake increases with rising temperature.

While it has been suggested that this could be explained by
9.2. Quantitative Comparison of Different Studies the temperature dependence of the vein system in polycrys-
talline ice?* there is currently no direct experimental
Sections 7 and 8 provide quantitative comparison of evidence for this hypothesis.
different studies. There are major differences in measured Reasons for Differences between Different Studie3he
total uptake, in the observed pressure and temperaturereasons for the discrepancies between different studies are
dependencies, and in the observed uptake kinetics. Weunclear. The notion that the uptake process is a composite
summarize the main results of this comparison. process, consisting of a bulk (diffusive) and a surface
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component, may be key to the explanation. These two ice, including grain boundaries. The experimentally observed

components of the uptake may have quite different depend—proportionantyH’gDﬂz 0 p~*2 supports this model, which is
encies on temperature and pressure. For example, theconsistent with the dissociation of HCI in a liquidlike
solubility of a dissociating species in the ice crystal matrix reservoir. However, the fact that the tailing is also observed
follows roughly ap'® dependencé,’**%"and the dissolution  on very thin ice films may be taken as an argument against
into liquidlike reservoirs is expected to obeyp# law. In grain boundaries and veins as reservoirs, simply because the

contrast, there might be a nondiffusive component, showing diffusion through such thin films should be sufficiently fast
a saturation for higher HCI partial pressures, as has beeng penetrate the entire film.

su_?gestg\tq bﬁ:( 'Tyrt]ﬁ St et . ts with | " Surface Disorder (QLL) and Surface Restructuring. At
us, LIS likely that experiments with long exposure imes temperatures around 200 K, there is no or only very little

are more sensitive to bulk processes, while short time Scalessurface disordé#11536(see section 1.4). Furthermore, there

.Of seconds are sensitiye to the'adsorption on .the ice surfacqs theoretical evidence that surface melting is strongly
itself. Furthermore, different ice morphologies, such as ;4 anceq by impuritie$2%.132147Thus, the strong interaction
different densities of grain boundaries and different rough- of HCI with the ice surface may induce surface disorder,

nesses of the ice surface, may lead to different sensitivities hich is a thermodynamically stable layer on the ice surface.

toa speuflc process. We also note that it ha.s. been arguetﬂ'the formation kinetics of this layer is slow, for example
that applying different methods to treat the tailing from the limited by solid state diffusion, this concept might also

breakthrough curve when analyzing breakthrough curves explain the slow development of the breakthrough curves

from the same data set may lead to different results for the o S i
and why a quantitatively similar tailing is observed both on
pressure dependentd. d ited i doni hich | lauid
We like to stress that there is no generally accepted vapor deposited ice and on ice which Is grown from 1l
explanation for the quantitative differences between the water. Closely related, or possibly equivalent, is the picture
diﬁPerent studies Diffeqrent authors invoked arguments about that the ice surface is slowly restructured by the presence of
' 9 the gaseous HCI. We note that, for the,3¢2 system, long-

the ice porosity and different relative importances of bulk ) .
and surface processes. Moreover, even the nature of th%zﬂggr;teus,rggs%turmg processes have been reported at low

uptake process is discussed controversially, as the physica ] )
concepts include Langmuir type adsorption, uptake into a However, despite the frequent notion that trace gases
surface premelt layer, which may form under the influence dissolve into a quasi-liquid layer on the ice surface, currently

of trace gases, or diffusion into confined reservoirs. there is no experimental evidence for this process, and
without very slow continuous restructuring, the QLL is by

far too thin to explain the kinetics. If trace gases induce
surface disorder, the concept of surface adsorption might
become invalid, because the trace gas would change the
nature of the interface during the interaction. If the time scale
for reconstruction is very slow, the uptake of trace gas on
ice should not only be given in terms of total uptake but

9.3. Conceivable Reservoirs and Uptake
Processes

From this review, it is clear that the physical nature of a
trace gas uptake on ice is surprisingly poorly understood.
There are several conceivable reservoirs and basic processe 2 . .
for the trace gas uptake on ice. In this section we will briefly should also contain information about the time scale of the

summarize the consistency of the various possible reservoirsumake proc.ess (see ref 214).
within the experimental observations. Roughening of the Ice SurfaceWe also note that, based
Adsorption on the Ice Surface.The adsorption of trace O optical techniques, a roughening of the ice surface has
gases on the ice surface appears to be an important uptak@een reportegt***The nature and kinetics of such processes
process. However, different adsorption isotherms have beerPn the ice surface are widely unexplored. However, the
invoked, for example, for HN@ the nondissociative Lang- ~ Kinetics of surface roughening, and hence the formation of
muir adsorption isotherm with surface saturatiérand a & nNew microscopic ice surface, is controlled by stochastic
multilayer isotherm without saturatigf® Similarly, theoreti- processes, such as surface diffusion, and the ongoing
cal and experimental concepts have been used for HCI whichfluctuations of the ice surface due to condensation and
are incompatible with each oth&?3217]t should also be ~ €vaporation of the water molecules. Thus, also, the _ov_erall
noted that solid surfaces are not necessarily flat on an atomickinetics may turn out to follow & law, as characteristic
scale. Interfaces have some degree of roughness: steps, kinfor such processes. While such processes have been inves-
sites, and terraces form, each with a different adsorption tigated on solids of low volatility>® such effects are widely
energy. Currently, little is known about the impact of such unexplored on the ice surface.
microscopic structure on the adsorption process, but one may Summary. In summary, several conceivable reservoirs and
speculate whether such sites may also be a reason folprocesses may play an important role when acidic trace gases
disagreement between different studies. are taken up onto ice. Apparently, none of these concepts
Grain Boundaries and Veins. In addition to surface  can explain all experimental observations. This lack of
defects, such as steps and kink sites, there are also defectgnderstanding may be one of the reasons why uptake
in the bulk ice. Grain boundaries and veins occur naturally experiments have been interpreted in terms of surface
in polycrystalline ice and may host impuriti€s® 4> The adsorption by some authors, while other authors invoke bulk
diffusion into such reservoirs is a likely candidate to explain processes or a mixture of both. Thus, the nature of the up-
the tailing of the breakthrough curve. In this picture, the first take process of acidic gases on ice appears unresolved and
part of the breakthrough curve would be due to uptake on further research is needed to decipher the fundamental
the ice surface itself. The tailing would be due to the diffusion processes, to determine the relative importance of bulk and
into the grain boundary and veins, with kinetics governed surface processes, and to resolve scientific controversy on
by HiD?, whereHj would be the average solubility in the this issue.
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9.4. Future Lines of Research

Clearly, despite intense efforts, there is a surprising lack
of understanding of the physical nature of the uptake
processes. One reason for our limited understanding is the
technical challenges associated with the required laboratory
experiments. During the past 15 years, many obstacles haveg
been resolved and future research has a good chance to,
answer open questions.

Variation of Parameters over Wider Ranges.It would
be of interest to perform flow tube or Knudsen cell
experiments with variation of several parameters, such asy,
the partial pressure, the temperature, and the experimentaﬁn
time scale, over wider ranges to constrain the different
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nondestructive investigation of the condensed phase is
required with both high depth resolution below the surface
and analysis of the surface itself. Here, spectroscopic
techniques, such as surface-sensitive nonlinear optical tech-
nigues, may play a key role in investigation of surface
rocesses. Nondestructive profiling techniques, such as
utherford backscatterirfd}2°6-2%7are suited to gaining depth
esolution. For lateral resolution, synchrotron based X-ray
microspectroscopy may be a very promising t&[62
Furthermore, new third generation synchrotron sources will
allow use of tomographic techniques to directly determine
e distribution of impurities in three dimensions with
icrometer resolutiof®

physical processes. For example, short exposure times would; Symbols

lead to stronger surface sensitivity; longer time scales would

be more bulk sensitive. The importance of such thorough Greek Symbols

approaches has been demonstrated in a recent study byt Cci
Ullerstam and Abbaft!® Ow

Exploring the Nature of the Acid—Ice Interaction: ¢
Bulk or Surface Processes®ptake experiments have been J
interpreted in terms of both surface adsorption and diffusion.
Future research may aim to explore the relative importance g,
of pure surface (adsorption) and bulk processes (diffusion). g,

In kinetic experiments, the uptake kinetics should be o
compared with the various physical processes. Also, other,u
nonkinetic techniques (e.g. surface sensitive spectroscopy)°
might directly address the question of whether acids are
adsorbed on the ice surface itself, taken up into the near-#i
surface region, or taken up into confined reservoirs, such as
grain boundaries or triple junctions.

Closer Look at the Ice Surface Stability.Several authors o
observed changes of ice films with time during the uptake ¢,
proces$?13 Here it was argued that the ice surface may 6
become rougher with time. Such effects are widely unex- 6.
plored, but they are of potential importance, as they may
also occur on natural ice surfaces. The development of fequi
techniques specifically designed for this purpose would be
especially promising.

More Emphasis on Nonequilibrium Conditions. Natural c
ice undergoes continuous growth and evaporation. Theb
impact of the growth is widely unexplored, but recent 9
modeling effort4®>4%7 suggested the importance of such !
effects under tropospheric and stratospheric conditions. !¢
Measurements of the trace gas uptake into growing ice indee
indicate that the HCI uptake changes once the ice gfeies
For future work, these issues should be systematically
addressed.

Studies on Ice Purity. The presence of impurities in the
ice may affect the trace gas uptake, as has been shown fof*
the SQ/ice systen?®434and to a lower extent for the HND A
ice systent!®>275As ice in nature is never pure, it would be A
very important to systematically study such effects.

Better Modeling Strategies for Environmental Applica- As
tions. From an environmental point of view, one might ¢
wonder whether a thorough understanding of the individual D
fundamental processes is really required. However, manyE
parametrizations depend on extrapolations from laboratory
data over wide ranges. Thus, a proper knowledge of the Ahad
pressure and temperature dependencies is essential in ord
to avoid detrimental misrepresentations and loss of prognostic
capabilities.

Using New TechniquesTo explore the nature of the trace
gas-ice interaction, further experimental developments are Hy
needed. Here the use of new techniques that allow the

A,u ad

Indices

mass accommodation coeficient, -

partial molar volume of water, -

ratio of ice surface covered by confined reservoirs, -

uptake coefficient, -

grand canonical potential, J molectleJ mol?!

surface energy, J M

surface energy of solid vapor interface, 3%m

surface energy of liquid vapor interface, 3

surface energy of liquid solid interface, J#n

chemical potential, J moleculg J mol?!

chemical potential of a standard state, J molecylé
mol1

chemical potential, standard state of an infinitely dilute
solution, J molecule', J mol?!

chemical potential of adsorption, J molectile mol?

density, kg m?3

density of porous ice, kg ni

area of an adsorbed molecule? m

surface coverage, -

surface coverage on a surface in thermodynamic equi-
librium, -

equivalent coverage, expressed as net uptake, including
bulk and surface uptake

condensed phase
bulk

gas phase
species number
ice phase

liquid phase
quasi-liquid layer
solid phase
vapor phase

Latin Symbols

specific surface area, 1kg=?

surface area, m

ice surface area, !

size of exit aperture

cross section of flow tube, fn

sample area in Knudsen cellZm

concentration, mol/L, M, molecule crh

diffusion constant, rhs!

energy, J

activity coefficient for an infinitely dilute solution, -

specific enthalpy of adsorption, J molectlg mol?!

Henry's Law constant defined byp = x, Pa!

Henry's Law constant defined by = x, for dissociat-
ing species, P&

Henry’s Law constant defined biylp = n, m=3 Pa’?,
M atm~?!

dimensionless Henry’s Law constant defined Hgy
=N -
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HS molecular Henry’s Law constant, describes dissolution
set prior to dissociation, -

K dissociation constant for the reaction Y H* + Y,
K = ngny-nge, m3

j molecular flux density, st cm2

Ke escape rate in Knudsen cell's

Ky desorption constant,

Kad adsorption constark,g = o/4, mst

Ky Langmuir constanti; = Kq/Kadsites

ks Boltzmann constant

latent heat of melting, J mol

molecular mass, kg

n particle density, m?

Ns surface density, n?

Nsites density of available surface sites, Pa, Torr, atm
p total pressure, Pa, Torr, atm

Im
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effective in contrast to the Henry’s Law constaHl, the
Henry's effective Henry’s Law constanH} includes
Law the total amount of dissolved matter, including
constant all products; e.g., for HCIH!Ng el = (Nincr +
Nnci-), while Hang el = (Mmer); we useHg also
to describe the total amount of gas taken up into
the ice bulk, by definingiing = ni, wheren; is
the total amount of dissolved matter in the ice
averaged over all reservoirs
partition when freezing ice from an aqueous solution, the
coefficient ratio of impurity in the ice to the initial solution
is called the partition coefficient
Pitzer thermodynamic model to describe concentrated
model multicomponent electrolyte solutions; by as-

signing interaction parameters between different
ions, the properties of a ternary solution can be

P partial pressure, Pa, Torr, atm derived from two known binary systems; the
o Py Partial pressure just above the surface, Pa, Torr, Pitzer model has been used with great success
atm to model the properties of supercooled3M,/
Pc pressure in Knudsen cell, Pa, Torr, atm HNO3/HCI solution in stratospheric aerosols
pff vapor pressure of pure condensed phase, Pa, Torr, atmtriple in polycrystalline matter, the line where three grain
Pw(X) water vapor pressure of condensed phase with dissolved  junction, boundaries meet.
impurity of mixing ratiox;, Pa, Torr, atm vein
Po Knudsen cell pressure with closed plunger, Pa, Torr,
atm
pr Knudsen cell pressure with open plunger, Pa, Torr, atm 12. Acknowledgment
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11. Glossary

BET method to determine the internal surface area of
method porous media by gas adsorption and analysis of
the adsorption isotherm using the multilayer
adsorption isotherm as derived by Brunnauer,
Emmet, and Teller (BEF}®
chemical the chemical potential of thigh speciegy; is the
potential Gibbs free energy per moler = dG/aN;|rp
formal we consider a formal monolayer as a unit; a formal
monolayer monolayer of 1 means ¥®molecules per cfkh
equivalent total uptake per surface area, including both uptake
coverage on the surface itself (surface adsorption) and
uptake into the bulk ice (e.g. dissolution into
the bulk ice, grain boundaries, and veins
grain in polycrystalline matter the surface where two
boundary single crystallites meet
hydrate a hydrate is a molecular solid, consisting of water
molecules and another molecular species; it has
a defined stoichiometry; examples for hydrates
in the atmosphere are sulfuric acid trihydrate
(H2SOy-3H,0 or SAT) or nitric acid trihydrate
(HNOj3-3H,0 or NAT)
Henry’s the dimensionless Henry’'s Law constat de-
Law scribes the dissolution of a gas into an ideal,
constant infinitive dilute solution,Hgng = N, whereHgy

is the dimensionless Henry’s Law constant and
ng andn. are the concentrations in the gas and

the condensed phases, respectively; here only

the first step of the dissolution process, i.e., the
molecular dissolution, without any further steps
such as reaction or dissociation, is included.
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13. Appendix A: Units for Solubility Constants

Dimensionless Henry’s Law ConstantThe introduction
of solubility concepts has been based on mixing ratios,
because the terigT In x relates directly to the entropy of
an ideal gas. However, for practical reasons, often, other units
such as concentration (symhbmlwith unit M or mol L),
molecular particle density (symbal, with unit m —3),
molality (moles per kg of water in the solution, mol K,
or weight percent (symbaV, kg of solute per kg of solution)
are used when calculating solubilities. In this review, we will
mostly quantify concentration as molecular density, in units
of molecules cmd. Mixing ratios and molecular densities
are related byp = nim, where the mean molecular mass is
m= YNym/>N; and the mass density of the condensed phase
is p = YNm/V. This allows rewriting of Henry's Law as

Hgingi = N; (124)

where the dimensionless Henry’s Law constant is related to
h; by

Hyj = hi(Pﬁ (125)

by virtue of the ideal gas layw, = nkgT. Another common
way of expressing solubility is to use the molecular Henry’s
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